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Abstract

The continuous spectrum and soliton solutions for the Boussinesq equation are investigated usiig#sing method.
Solitons demonstrate quite extraordinary behavior; they may decay or form a singularity in a finite time. Formation of
singularity (collapse of solitons) for the Boussinesq equation was discovered several years ago. Systematic study of the
solitonic sector is presented. © 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction

Our renewed interest in the Boussinesq equation is explained mostly by the unusual behavior of the soliton
solutions of this equation. A common consideration regarding solitons in integrable systems is that they are stable
objects interacting trivially, changing only phase as a result of interaction. However, the behavior of solitons of the
Boussinesq equation destroys this stereotype. Solitons of the Boussinesq equation may decay under the action of
perturbation or form a singularity in a finite time. One would probably think that the Boussinesq equation is itself
rather unusual. Not at all, it is a typical example of dimensional reduction in the framework of the KP hierarchy (the
KdV equation being the simplest), and it is also a physically relevant equation, representing a nonlinear integrable
generalization of the wave equation [1]. Formation of singularity (collapse) for Boussinesq equation solitons was
first observed several years ago [2] (see also [3]). In this work we perform a systematic study of the solitonic sector of
the Boussinesq equation and also sum up the results concerning the continuous spectrum obtained in the framework
of the 3-dressing method [4-6].

The plan of the paper is the following. First, we sum up basic facts concerning the Boussinesq equation.

Then, we briefly review the technique of thedressing method [7—10], restricting ourselves to the scalar case
as the simplest. We would like to emphasize that most of the contents of this part is not original and is in the main
described in the papers mentioned above. We concentrate on the generally less known features of the method, namely
on the technique of dimensional reduction and on the characterization of the continuous spectrum [4—6]. We will
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discuss different types of problems in the complex plane that arise in this context. We also derive the determinant
formula for soliton solutions.
Using the developed technique, we investigate the continuous spectrum for all four versions of the Boussinesq
equation and obtain Carleman type problems in the complex plane and integral equations describing them.
Finally, we study the behavior of solutions defined by the determinant formula, which gives a solitonic sector for
the Boussinesq equation. To illustrate behavior of soliton solutions, we will use the pictures obtained from analytical
formulae by Mathematica.

2. Boussinesg equation

The Boussinesq equation describes propagation of waves in weakly nonlinear and weakly dispersive media [1].
To derive the Boussinesq equation for some physical model, one should start from a Lagrangian

L= / dx <§’1a2(ut)2 — Bux)® + %(mz + 3<ux)3> : )

wherea?, B € R. The equation of motion corresponding to Lagrangian (1) is the Boussinesq equation for the
functionv = u,

(Ga?vt — Bud = —(Gox + 30D )

This equation describes waves moving in both directions. One-wave approximation reduces the Boussinesq equatiol
to the Korteweg—de Vries equation.

In fact there are four different cases of Boussinesq equation (2). The coefficients can be rescalgdattjet
a? = +1, therefore the only choice is the choice of the two signs. The properties of the Boussinesq equation
depend essentially on this choice. The primary choice for us will be the choice of the gigi\ofording to this
choice, we will distinguish between the ‘plus’ Boussinesq equation and the ‘minus’ Boussinesq equation. The ‘plus’
Boussinesq equation reads

i%”tt—vxx+%v>ooo<+(%vz)xx=o- 3)
In a linear approximation the monochromatic solution of this equation is
v @@ 2 — 132 4 1k,

where the sign (plus or minus) corresponds to the sign before the first term in (3). In the case of sign plus itis a
nonlinear wave equation, in the minus case it is a nonlinear elliptic equation.
The ‘minus’ Boussinesq equation is

igvtt"‘vxx‘F%vxxxx"‘(%Uz)xx:Q (4)
Dispersion law for this equation is given by the expression
w? = £4(—Kk? + 3K%).

For the sign plus this dispersion law is unstable for short waves and stable for long waves, for the sign minus it is
stable for short waves and unstable for long waves.

So, four cases of the Boussinesq equation can be characterized in the following way: wave case, elliptic case,
Boussinesq equation with long-wave instability and Boussinesq equation with short-wave instability.
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The Boussinesq equation is integrable by the inverse problem method (see, e.g. [11]), the Lax pair for this equation
was constructed in [12]. Our interest in this equation is explained by nontrivial properties of both the continuous
and discrete spectrum for this equation.

Technically, the Boussinesq equation is a result of dimensional reduction of the KP equation taken in the moving
frame. The initial KP equation in the moving frame reads

d 1 3
I ((vt — Buy) + vaxx + 3vxv> = —Zazvyy’ )
where the constamnt defines the choice between KR4 £ i) and KP2 ¢ = 1) equations, and the constahis the
velocity of the frame (we takg = +1). Considering stationary solutions &+ 1)-dimensional equation (5), we
get(1 + 1)-dimensional Boussinesq equation (2),

(GoPvy — Bon) = — G+ 39, (6)

where the role of the time variabias played by KP variable.

To investigate the continuous spectrum, we usétdeessing method [7—10], in which very effective apparatus
to describe dimensional reductions and continuous spectrum was developed [4-6]. We get information about the
structure of the continuous spectrum and the problems in the complex plane corresponding to all four versions of the
Boussinesq equation. Geometry of the spectrum is rather interesting, the spectral data are localized on the hyperbola
in the complex plane and on the segment of the real axis and small decreasing solutions are given by the Riemann
problem with a shift on this curve (see another approach in [13,14]).

Behavior of solutions of the Boussinesq equation belonging to the solitonic sector is also rather unusual. The
formula for the multisoliton solution of the Boussinesq equation can be obtained from the formula for the plain
solitons of the KP equation [11]

92 R;
V=273 log det(A), Ajj = §jj — Y (7)
here
Ri = ick expli(ux — A (x — i (g + 20p)), 3 £ A — (£ i) =0, ®)

A # mj, whereig, . are two arbitrary sets of points of the complex plane satisfying the condition (8), which
characterizes stationary KP solutions in the moving reference frgmegg( wx should also satisfy some reduction
conditions to get a real solution). Formula (7) can be obtained in many different ways, in our work we will derive
it using thed-dressing method.

We will treat mostly the case of the ‘plus’ Boussinesq equation wite 1. This equation has a stable ‘wave
sector’ (i.e., in the linear limit it is a wave equation). There are two soliton sectors for this equation: ‘usual’ solitons,
running with the velocity limited from above, and soliton configurations, forming a singularity in a finite time. The
latter may be considered as bounded states of several singular solitons.

But even ‘usual’ solitons demonstrate quite extraordinary behavior in this case. Slow solitons are unstable with
respect to small perturbations and may decay into two solitons or two singular solitons (that means formation of
a singularity in finite time). Interaction of slow solitons unavoidably leads to formation of the singularity. Rapid
solitons moving in the same direction behave as it is usually expected from the system of solitons; they do not decay
and their interaction does not lead to formation of singularities.

In this work we present a systematic study of the solitonic sector of the Boussinesq equation.
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3. 9-dressing: the basic technique

The main technical tool of our work is the dressing method based on the noakpcablem [7—10]. This is
a powerful method of constructin@ + 1)-dimensional integrable equations together with a broad class of their
solutions.

The Boussinesq equation may be considered as a dimensional reduction of the KP equation in the moving frame
To applyd-dressing method to the Boussinesq equation, we will use the scheme of dimensional reduction for the
d-dressing method developed in [5]. It leads us to the problem with a special kind of nonlocality-ptbblem
with a shift and to the Riemann problem with a shift. It appears that theséar nonlocal problems are a general
and natural technical tool in th& + 1)-dimensional case.

The construction developed in [4] gives a simple and straightforward description of solutions belonging to the
continuous spectrum (i.e., small decreasing solutions) in the framework &f-thessing method. Continuous
spectrum is characterized in terms of conditions which single out some special classes of the kernels of the genera
nonlocald-problem.

Taking into account conditions of dimensional reduction, for small decreasing soluti¢hs-df)-dimensional
equations we arrive at Carleman type problems in the complex plane.

The scheme of the dressing method uses the nontepabblem with a special dependence of the kernel on
additional (space and time) variables

AW (X, A) = n(X, 1) = Ry (x, 1), 9
Ryr(x, 1) = / ¥ (X, DR, ) exp(Zm,-) du A diz, ¢ = Ki(w) — Ki (), (10)

wherex € C,d = 3/d4, n(x, A) is a rational function of. (normalization) K; (1) are rational functions, the choice
of which determines the equations that can be solved using the problem (9). We suppose that the(kernel
is equal to zero in a neighborhood with respect tand tou of the divisor of poles of function&; (1), tends to
zero as\, u — oo and that for the chosen kernkl(1, 1) problem (9) is uniquely solvable (at least for sufficiently
smallx). The solution of problem (9) normalized lpyis the function

Y(X, A) = n(X, &) + @(X, A),

wheren(x, A) is a rational function of (normalization) (X, 1) decreases as — oo and isanalytic in a neigh-
borhood of poles oK;(1).
Problem (9) reduces to an integral equation for the funagtion

9(x, 1) = 3 TR (p(x, 1) + n(x, 1)), (11)

here

—_ - (p()\') I - (p()“ )()"/ / 5/
@ o)1) = (27i) 1//( O A dn' = (27i) l||m // = /\|2+6)d N

which is supposed to be uniquely solvable for giverSolvability is guaranteed if operatdr 1R is ‘small enough’
(i.e., the norm of this operator is less than 1 for some properly chosen space of functions).
Let us introducep (A, &) = d¢. Now

Y(x, A) =n+ (i)t // (p(M dx Adn. (12)
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Substituting (12) into (11), we can get another form of the basic integral equation, resolving the n@omalem
p(X,2) = R +37"p). (13)

The nonlocab-problem and its special casésgroblem with a shift, nonlocal Riemann problem, Riemann problem

with a shift) are powerful tools for constructing integrable nonlinear equations and their solutions (see [7—10]).
The algebraic scheme of constructing equations is based on the following property of probleny (2) A is

a solution of the problem (9), then the functions

]
uX), Dy = (5 + Ki> v (14)

are also solutions. Combining this property with unique solvability of problem (9), one obtains differential relations
between the coefficients of expansion of functign&, A) into powers of(A» — A,) at the poles of; (). Let us
outline the basic steps of this scheme for the KP equation that will be used in this work.

For the KP equation

K1) =ir, K2 =a 12, K3 =ir3

respectively,

D1 =— +1IA, Dy=— 4o A (x=11), D3 = — +1A°.
ox ay at

Let us introduce the solution of problem (9) normalized by = 1),
YA, X, Y, Disoo = L4+ Yolx, v, DA 41+

The basis in the space of solutions of problem (9) with polynomial normalization is constituted by the set of functions
D1y, 0 < n < oo. Itfollows from unique solvability of problem (9) thak satisfies the relations

(Da+Df+g(x,y,f)Dl+h(x,y,t))¢ =0, (15)
(@Dz + Df + 2v(x, y, )Y =0. (16)
The successive use of coefficients of expansion of these relations—asoco allows us to define the functions
v, 8, h
.0 3
v = —Iawo, g = 3v, hy = E(UXX —avy),

and to derive KP equation for the first coefficient of expansion of the fungtiasir — oco:

9 1 3
P (vt + vaxx + 3vxv) = —Zazvyy. a7)

3.1. Special cases of the nonlocal 3-problem

In the most important cases the kermlx, 1) is a singular function localized on some manifoldGA. That
means that the kernel contains #yéunction localized on the corresponding manifold, or in other words that the
measure of integration in the operator! R is localized on this manifold. The operat®r!R in this case is still
well defined.
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3.1.1. 3-problemwith a shift
In a typical situation this manifold is a covering of the compleglane, defined by the equation

Ok, p, ) =0, (18)

wheref is some function itC2. Eq. (18) defines a multi-valued shift functipn= 1; (1, 1). The kernel of problem
(9) in this case reads

R=7) RiG. 13— pi(h, 1)),

We will call this case @-problem with a shift.

3.1.2. Nonlocal Riemann problem

Another special case of problem (9) is a nonlocal Riemann problermy ket.(§), & € R be an oriented curve
in the complex plane (may be not connected), and the kernel of problem (9) be localized on the product of couple
of these curves i and iny planes. In other words,

Rk, ) =8, (M Ry (A, 1)y (1), (19)

wheres,, (1) is as-function picking out points ofr. The solutiony of problem (9) with the kernel (19) is rational
outsidey and has boundary valugs', ¥~ ony. After regularizings, we obtain from problem (9) with the kernel
(19) a nonlocal Riemann problem

1
vy =3 / W+ YR, (W di, (20)
14
the integration in (20) goes along the cuve

3.1.3. Riemann problemwith a shift
A combination of these two special cases leads to the Riemann problem with a shift (or Carleman’s problem).
The shift functionu = p; (1) is defined now on the curve (1, 1 € y). In this case

Ry O ) =Y RS, (1 — (L),

and

1 .
U=y =53 WG )) + T i ))R, (), (21)

wherep; (1) is a multi-valued shift function on the curugg). We will write problem (21) symbolically in the form
AW (A(E))) = Ry (A, nO)) Y ((A(5))), (22)
wherey = A(§) (¢ € R) is a curve in the complex plang, a jump of the function across the curve, the value of

the function on the curve is the half-sum of the boundary valués) the shift function (may be multi-valued).

3.1.4. Integral equations
In all these three cases problem (9) is equivalent to a certain integral equation which can be obtained by a propel
reduction of Egs. (11) and (13). Let us do that for a Riemann problem with a shift. Introducing

py(W) =¥ =Y ey,



L.V. Bogdanov, V.E. Zakharov/Physica D 165 (2002) 137-162 143

we can restore the functiop in a form

. i Py()\/)

vEnton )l aom
Hence

1 . _ B 1 py(A) .,

E(W + ¥ ey —77()»)‘4‘2—7_“”19- G =) di’,
and from Eg. (21) one gets

_ L py()h) i
py(A) = Z <U(Mz (*) + / (0 — ) R,(A), Arevy. (23)

1

Let the curvey consist ofn connected branches = A; (&), & € R, andp; (&) be the jump of the functio across
the corresponding branch. Then the expression for the fungtitakes the form

_ pi(€) dax; .,
”+2m2/<x nEy e ® 24
and integral equation (23) reads
1 < Pj(sl) dr; ., Rk
= i — .D- 25
AL () Z,- (”(f(‘f)”zm Jzzlvpfwlm(s»—x &) d&’ ‘5) © (25)

Thus we have obtained a systenmagingular integral equations.

3.1.5. The §-functional kernels
There is one important special case of the nonl@epioblem which is exactly solvable, which corresponds to
soliton solutions and discrete spectrum (in some broad sense). This is a éasmctional kernels

N

R, p) =271 ) Rid(h — A)d(u — i), (26)
i=1

wherel;, u; is a set of points in the complex plare,# 1,

R =c¢ exp(Z(Kn(m - Kn(u,-»xn) :

In this case the solution of problem (9) is a rational function, and problem (9) reduces to a system of linear equations.
The formula for the solution normalized iy — )~ 1is

1 1 R;
v, p) = —+((A) Jij

J ’ A = & — i (27)
Y =m0 =) TR
or, in a more symmetric form with respectiandu
1 1 1
) = —— ot (AN~ by . AL=Rl§ — . 28
v Gy = 0= ) T =y 29

In the limit when a pair of poles;, u; coincide, factors rational with respect.tg appear in the formula fog .
The limitx; — p; forall0 < i < N corresponds to a solution rational with respectjo
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An expression for solution with canonic normalizatian=£ 1) can be obtained from the formula (27),

YO0 = lim = G, ) =14 3 (A i = 2), (29)
J

and potential
Yo(X) = lim Ay (2, x)
H—>00
reads
Yo =Y Y (A H. (30)
i
Introducing variabler with K (L) = iA, itis easy to check that expression (30) can be rewritten in the form
Yo(X) ~ —ii log det(A) ~ —ii log det(A") (31)
ax ax
(up to a constant). Indeed,

2 togaeta) ~ i togaet( 7ty - SEILL AN
0x ox 1

(i —Aj)
-1

_ P -1 _ eXF(i(Mp - )‘q)x)
_Xi:;exp(l(ul ) <c[, 8pq oo —70) )

=Yy ()Y (32)
J i

(for simplicity, we have omitted other dynamical variahigsn this calculation).

ji

3.2. Solutions with special properties

3.2.1. Small decreasing solutions (continuous spectrum)
A solution given by the problem (9) in a general case is defined only locally in a vicinity of the yein0,
where thed-problem is uniquely solvable. Solvability may be lost on some manifold in a Space,, x3), where
the solution has a singularity. To get ‘good enough’ solutions having no singularities and bounded (decreasing) as
|X] — oo one should put some restrictions on the kerRél, ). These restrictions were discussed in our paper
[4]. The main result of this paper can be formulated as follows. Let us choose a unitme(:{c}miz = 1) defining
a direction in thex-space. The solution given by problem (9) is regular in a neighborhood of straight liae; &
and decreasing along this lineas> +oo if the condition

3
Re) ni(Ki(x) — Ki(u)) =0 (33)
i=1
is satisfied (this condition is in fact the condition for the kerRgk, 1), it means that we should use the kernel
localized on the manifold (33)), and the keri&l, w) is ‘small enough’.
To get a solution which is ‘good enough’ in a neighborhood of some plane, defined by two vgctarsone
has to satisfy two conditions

3 3
Re) ni(Ki(h) —Ki(w) =0,  Red mi(Ki(A) — Ki()) =0.
i=1 i=1
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In a generic case a pair of conditions (33) define some manifold with real dimension 2 in theCSpfammplex
variablesi, u.

Let us illustrate this result using the simple example of the KP equation. To obtain a small nonsingular solution
decreasing in the plane, y) it is sufficient to use the problem (9) with the kernel localized on the manifold defined
by the system of conditions (33)

Rea (0% — u?) =0. (35)
If « = i, the solution of the system (34) and (35)isu € R, which defines a nonlocal Riemann problem on the
real axis. So small decreasing solutions of the KP1 equation are given by the nonlocal Riemann problem

vy = /(1/f+ + YRy (A, w) explgx;) du, (36)
Y

that was originally used by Manakov [15] to integrate KP1 equation.
If « = 1, the solution of the system (35)is= —. Thus small decreasing solutions of KP2 equation are given
by thed-problem with a conjugation

Y (x,y, 1, 1) = R(h, —R) €Xp(gix; )Y (x, y, 1, —A), (37)

and we reproduce the problem used by Ablowitz et al. [16] to integrate KP2 equation.

3.2.2. Dimensional reduction
Solutions independent of the variable can be obtained from problem (9) with the kernel localized on the
manifold

K;(») — K;j(w) =0. (38)

This observation allows us to ug2+ 1)-dimensional dressing method fdr+ 1)-dimensional equations and leads
us naturally to thé-problem with a shift and, for decreasing solutions, to the Riemann problem with a shift. Let us
consider this observation in more detail.

If we have (2 + 1)-dimensional integrable equation, defined by the functi&pé.), we can descend to the
(1+ 1)-dimensional case, using condition (38) for some coordinaie the original or rotated coordinate system.
For example, the-independent KP equation gives the KdV equation

(v + %vxxx + 3v,v) = 0.
Condition (38) in this case reads
W22 =0,
and solutions of the KdV equation are given by thproblem with a shift [8]
Y (1) = R(h, —2) expgixi) ¥ (—1), (39)

the shift function for this case is quite simple &€ —1), and it is easy to transform problem (39) to a local matrix
(2 x 2) Riemann problem.

We may also consider the case of thedependent KP equation, which corresponds to the simplified Boussinesq
equation

%asz = —(%vxx + %vz)xx. (40)
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Condition (38) in this case reads
3330,
and solutions of simplified Boussinesq equation (40) are given b§-fireblem
3
Y =) Riy(eid),
i=1

Whereef’ = 1. The simplified version of the Boussinesq equation was considered in [14]. Let us show that for
decreasing solutions our approach leads to the Riemann problem with a shift for the functions analytic in sectors
(such a geometry for local matrix Riemann problem arose in [14] from analytical properties of the direct scattering
problem). Combining condition (38) with condition (33)

Im@ — ) =0,
we obtain
A—ein =0, A—u=E& €E&eR.
The solution of this system is
r=EQl—e)h,  p=—EL—ehH

it defines a Riemann problem with a shift on the pair of straight lines with the vectofist¢gp, exp(—in/6), the
shift function isy = —. So we arrived at the problem for the function analytic in corresponding sectors.

For an arbitrary rational functioX; (1) condition (38) defines a multi-valued shift functien (i), and the
corresponding-problem reads

Y =) Ry i) (41)

i=1

4. Boussinesq equation via the d-dressing method

Let us consider the KP equation in the moving frame

b 1 3
P ((vt — Buy) + vaxx + 3vxv> = —Zazvyy, /32 =1 (42)

Solutions of this equation are given by problem (9) with the dependence of the kernel on variahlesefined
by the expressions (compare (10) and (14))

. 0 . a . .
D1 = — +ix, Dy=—4a 2% (@=1;0), D3 = — +ir3+iBa. (43)
ax ay at
Time-independent solutions of Eq. (42) satisfy the Boussinesq equation
(GaPvy — Bund = — G+ 309 (44)

Such solutions are given by problem (9)£ —i(3/dx)v0), if the support of kerneR (1, ) belongs to the manifold
defined by condition (38)

W3+ Br—p2 =B =0, r#pu, (45)
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or
A +apn+ul+B=0.
This relation defines a-problem with a shift
Y (h, x, ) = RO, (M) @XPOx)Y (M), x, ), 1= 3(=h £ (48 — 3D)Y?). (46)

Solutions of the Boussinesq equation, given by problem (46} i(3/0x)vy), are defined locally in the neigh-
borhood of the point = 0, y = 0. We consider the Boussinesq equation as a dynamical equation with respect to
the variabley. To obtain small solutions decreasingas— oo, we should investigate the intersection of manifold
(38) with the manifold, defined by condition (33):

Im(. — ) = 0. (47)

Conditions (45) and (47) define a Riemann problem with a shift (the Carleman’s problem) which is a proper tool to
solve the Boussinesq equation. Introducing (1/2)(A — ), v = —i(1/2)(» + 1), € € R, one can get

B+E2—-32=0. (48)
4.1. About the reduction

Let us make a remark about the reduction. éee 1 v(x, y) is real if the kernel of the problem (9) satisfies the
condition

R(h, ) = R(=X, —1) (49)
fora =iif
R\, 1) = R(1, 1). (50)

4.2. Continuous spectrum

4.2.1. 'Plus Boussinesq equation
One can see that the properties of the Boussinesq equation depend essentially on thg.digh ®f= 1. The
corresponding equation (‘plus’ Boussinesq equation) reads

32 1 3 2
ZO{ UW_UXX+ZUXXXX+(§U )XX:O (51)
In the casex? = 1 itis a nonlinear wave equation, having in a linear approximation monochromatic solution
~ dl(@y+kx 2 _ 4.2 1.4
v_e'(“’>+ ), w = é(k +z_1k )

Inthe case? = —1itis a nonlinear elliptic equation. In both cases Eq. (51) can be solved by the following Riemann
problem with a shift

~3?+E241=0, A=—,  A=E+ivp=—£+iv (52)

Eqg. (52) defines a hyperbola with the branches belonging respectively to upper and lower half-planes (Fig. 1). The
shift is defined as change of sign of the real part.dfet us introduce

px(§) = AP+
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Im
4

Re

-4 -3 -2 -1 1 2 3 4

Fig. 1. Localization of continuous spectrum for ‘plus’ Boussinesq equation.

jumps of the function/ (1) across upper and lower branches of the hyperbola. The fungticen be represented
in the form

€Y iy ., 1 [ @) d
1y [ o) G o [T ) By
Vet e T ey & ©

where
1482
A+(E) =& L1 3

The Riemann problem with a shift (52) is equivalent to the system of two integral equations (25)

1 > pr€) g 1 [ p_(E)  di )
=14+ —v.p. d — d
p+(E) ( T omtP / o i@ & F T2 e @y & ©

x RT (&) e(4i/«/§a)$«/1+§2y+2i§x’
1 00 p_(&) i, 1 /°° pi(E) diy )
_ =1+ —v.p. d — —d
&) ( T2 /_oo oo —rend © i) oo ey e ®
w R~ (£) e 4/V3a)e /T2y —2icx.

The solution of the Boussinesq equation is given by the formula

o 1 [*

_ dry dr_
U= e - (P+(§)E +P—(§)¥> dg.

4.2.2. ‘Minus' Boussinesg equation
This equation,

%Olzvyy + Uuxx + %U)«xx + (%Uz)xx =0
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arises after putting = —1. The reduced-problem for this equation is described by the conditions
Map+pl=1 (53)
(time independence) and
Im(A—u)=0 (54)
(decreasing at infinity in-direction). There are two possibilities to satisfy these conditions.

1. » andy are real(x? < 4/3, u? < 4/3) and

1 [ 3
Mz_zxi 1—ZA2. (55)

We have a Riemann problem on the euy/4/3 < ReA < /4/3 with the twofold shift (55).
2. »andu are complexp =v+i&, u=—-v+i§, &, v eR,

V2 — 3% =1. (56)

Both A andu belong to the hyperbola (see Fig. 2). The shift as for the ‘plus’ Boussinesq equation is reflection
with respect to imaginary axis.

Let us parameterize the curves, on which the soluiasf the Riemann problem with a shift has a discontinuity,
in the following way

yr=Ary(E) =i+ /14362, —oco<&<oo, y =i (§)=if—/1+32 o0<&<oo,
o= =§ &* <3,

Re

Fig. 2. Localization of continuous spectrum for ‘minus’ Boussinesq equation.
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and introduce the jumpg (), p— (&), po(€) of the functionyr across the curves. Then the functigncan be
represented in the form

1(® pe) day o, 1 [ p () da 1 VB )
_ag B [T ) e, 1T @) e, 1 '
Ve i Gy e C T caoaen @ © T Lo ©

The Riemann problem in this case is equivalent to the system of three integral equations

Lo @) e, 1Y p@)  dh
=1 — d — d
&) =1+ (Zm ot rore® ml. wo e

1 (V73 pog)

+ = _ PO ge ) R (g) €25V I-@/EDx+1/a)(3/2)62 = /1= (3/HE D)y
2ni )y (ns(8) — &) 0
T V473 U+

1 [ o+ (&) di ., 1 [ p— (&) drio
—_— d — d
+(2m /_oo (H—(&) — A4+()) dg’ St o oo (U—(&) — A_(&")) O’ 5
1 (Y43 pog)

R _ PSS dé/ Ra (&) d((1/2§++/ 1-(3/DE2)x+(1/a)((3/2)E%+& A/ l*(3/4)$2*1)}’,
2ri J_ jarz (n—(§) — &)

where
1 3
— _ g2
Mi—zéi\/l 45,
PSSO (N ¥ AN YOI Ny SR S
: 2 | @ @y @ © 2 L e @)
+i/m POE)  yer) () W/ F R i) /13y
201 ) 0—®) — 8)
1o p@) 10 @) e,
- =1 — - d — - d
p-® +(2m [odoes wl oo roe®

P R ()
2mi J_yazs 0y (8) — &)

The solution of the Boussinesq equation is given by the formula

RN dy ) Va3 dho
u= oy 2 /;OO <P+(E)E+p(§)g> §+/mpo(5)¥ 5.

In this case the spectral dakg split into two parts; the short-wave part of continuous spectrum is localized on the
hyperbola (56), and the long-wave part of the spectrum on the segment of the real axis (in fact on the covering of
this segment); see Fig. 2. Fer= 1 hyperbola corresponds to the stable part of the spectrum (exponent (303 for
imaginary) and the segment to the unstable part (exponent is reat)=farthe situation is reversed, i.e., long-wave
instability takes place fax = 1, and short-wave instability far = i.

dé’) R7(5)872i«/173§2x7(4i/a)$ 173?;2y.
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4.3. Soliton solutions

Behavior of solitons in the case of the Boussinesq equation is very unusual for integrable systems. We will mostly
study the case of the ‘plus’ Boussinesq equation with= 1. This equation has a stable ‘wave sector’ (i.e., in
the linear limit it is a wave equation), and it may be considered as integrable nonlinear generalization of the wave
equation. There are two soliton sectors for this equation: ‘usual’ solitons, running with the velocity limited from
above, and soliton configurations, forming a singularity in a finite time. The latter may be considered as bounded
states of several singular solitons.

But even ‘usual’ solitons demonstrate quite extraordinary behavior in this case. They are unstable with respect to
small perturbations and may decay into two solitons or two singular solitons (that means a formation of singularity).

This phenomenon was discovered by Orlov [2] several years ago, but it is not well known even in the
soliton community, so we would like to investigate it here in detail in the framework of our general
approach.

To study soliton solutions of the Bousinesq equation, we start from the general determinant formula (31). For the
KP equation in the moving frame (42) from this formula we get (see similar expression for KP in [11])

92 R;

v = Py log det(A), Ajj = Gjj — i (57)
where
. . i
R = —icy eXp('(Mk — Ak) (x - &(Mk + )»k)y>> .
We will use an equivalent form of this formula
32 .
v = _—— logdetA), (58)
0x
~ 1
Ajj = —— exp(®;)éj + , (59)

—l¢; Ai — I

D =i — o) (x — i (i + A y).

To get solutions for the Boussinesq equation (44), the gajrsui) should satisfy the condition of dimensional
reduction (45)

M rap+ul+1=0,

andiy # u ;. The reduction (49) is to be taken into account.

We should also put some restrictions to get from the formula (57) solutions having no singularities at least for
some values of (y is dynamical variable, ‘time’, in our treatment). The prescription we will use is to put the
condition

Re(A; — i) =0. (60)

Then the exponents containingare real, and ap = 0 we can provide the absence of singularities by the
choice of coefficients. This condition together with condition (45) define a curve to which the peints

should belong. This curve is identical to the curve we studied in the case of the ‘minus’ Boussinesq equa-
tion with the interchanged real and imaginary axes (see Fig. 3). So we have the curve consisting of two parts:
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Im

Re

Fig. 3. Localization of discrete spectrum for ‘plus’ Boussinesq equation.

the segment of the imaginary axis and hyperbola. Let us consider the simplest solutions corresponding to these
parts.

First, in complete analogy with formulae (55) and (56), we introduce parameterization of the pairs of points
Ak, ni in the following way: for the segment of the imaginary axis

A=—if, p=-in,  n=-—3E+,/4-3E? (61)
for pairs belonging to hyperbola= & —iv, u =& +iv,&,v € R,
V2 — 3% =1. (62)

Let us start with solutions corresponding to the points on the hyperbola.
We should take two pairs of points on the hyperbola

A1=E—i\/r3§2, +u1=§+i\/r3§2, Azz_}\lz_g_i\/rggz,
uo=—jis = & +iy1+ 32 (63)

to satisfy reduction condition (49)
RGO ) = R(=4, —(0).

The general formula for determinant solution (59) corresponding to two pairs of gaintg1), (A2, w2) is

det(A) = (A —2A2) (1 — pm2) A1 — M exp(@y) + A2 — 12 exp(@2)
(A1 — p2)(u1 — A2) —lc1 —ic2
pAH exp(®1) Az~ K2 exp(®y). (64)

Ic1 —icz
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Fig. 4. The curve irx, y plane where solution has a singularity.

Let us take two pairs of points on the hyperbola parameterized by formulae (631ad= ¢ € R. Then
determinant (64) is real, and it is given by the expression

£ 2/1+32 (@R -2iey) | VIR 2iey)) | AL 32) ay/Tra (65)
1+ 4g2 c c? '

For positivec this expression has no zeroes at initial moment, so the solution is nonsingular and decreasing. But
then at some moment zeroes appear in this expression, so the singularities are formed. Let us illustrate this process
by several figures corresponding to some special choice of parameters-Q0, ¢ = 1). Fig. 4 shows the lines

on the planer, y, where the determinant is equal to zero. The general form of the solution is given by Fig. 5.
Fig. 6 illustrates development of singularity for the solution (dynamics is considered with respecatiable).

Fig. 7 shows the solution after creation of singularity. Then the solution behaves like two singular solitons (see
Fig. 8), first they go away from each other to some maximal distance, then they come close and the singularity
disappears (see Fig. 9). The process is periodic with respecQiaalitatively this picture is the game for arbitrary

values of parameters. The change @ist shifts the picture. Parametgedefines the period of the process and the
characteristic length. Maximal distance between the singularities is

det(A) =

1 1
Imax = ———— arccosl-(—) , (66)
J1+ 32 F(§)
time between creation and disappearance of singularities is
1
t = E arccoshiF (¢)), (67)

where

1
F(§)=2§‘/r4€2- (68)
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Fig. 5. General form of solution im, y plane.

The functionF (¢) is a monotone increasing function equal to zer at 0 with the limit 1 at infinity and-1 at
minus infinity.

Dynamics of singularities becomes more complicated when we consider a solution corresponding to a set of
several points.;, u;. The case of four pairs of points is illustrated by Fig. 10.

4.3.1. Decay of solitons
A pair of points belonging to the segment of the imaginary axis gives us a soliton solution

detA =1+

A—Uu . .
Tie expii(A—m)(x —I(p + 2)y)).

6001

4001 n
2007 /\

Fig. 6. Development of singularity.
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Fig. 7. Singularity formed.
Using parameterization (63), we get the formula

detA = 145 exp((e—n)(x — (€ + my) = 1+ == V24 362 /@A) o /ATy,
C C
(69)

92 3+ /43

2
v = — log cosh (2(x — x0) — (£ /4 — 3E2)y). (70)
ox 8

To understand the dependence of the soliton on paramigterdt is useful to recall that these parameters belong
to the ellipse

Et+en+n’=1 (1)
1 -(;.5 o. 5 K
J1poof
-lYlooof
{4000
-Hooo[

Fig. 8. Two singular solitons stage of development of singularity.
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Fig. 9. Disappearance of singularity.

Introducing velocity of the soliton
v=_§+n,

and a parameter defining amplitude of the soliton
A= %- -1,
we rewrite the equation of this ellipse in the form
32+ A2 =4
Thenitis easy to see that the absolute value of velocity of the salitel§ +n is limited by./4/3. For(é —n)/c > 0
the soliton is nonsingular. As—n — 0, the amplitude of the soliton goes to zero, and velocity reaches its maximum
lv] — +/4/3. Two points withé = n belonging to the ellipse are the points of the change of sign, where (for fixed
¢) the nonsingular soliton becomes singular and vice versa.
There are some unusual features concerning the behavior of the soliton under small perturbations, which come

to light when we study two-soliton solutions. The general formula of two-soliton interaction (64) rewritten for the
segment of the imaginary axis in terms of paramegerslooks like

(El—éz)(nl—n2)+$1 —n exp(@y) + &2 —1m2 exp(@y) + §&1—m exp(@1) &2 —m2 exp(®2),
(E1—n2)(m—§2) c1 c2 c1 c2

(72)

det(A) =

where
D =¢ —n)x— & +n)y) = Ai(x —v;y).

Considering formula (63) defining, throughg, one remarks that there are two possible choicgsofresponding
to the samé& (and also two possiblg corresponding to the sam@. It is natural to ask what kind of solution we
get if we consider two pairs of points with the sagéor the samey). The formula (72) in this case degenerates,
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Fig. 10. The curve i, y plane where solution has a singularity, the case of four pairs of points on the hyperbola.

the first term in it is equal to zero. Naively, we expect this solution to be a two-soliton solution. But further study
shows that this solution possesses rather unusual properties. It describes the decay of soliton (70) (or fusion of two
solitons).

Considering formula (72) with; = & = &, we get

det(d) = + 5™ expan) + -2 exp(@a) + - exp(@1) 2 exp(@y). (73)
c1 c2 c1 c2
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or, using explicit parameterization (63) @f, 2 throughé,
20 e1/D(E—/4-362) (~20+Ey+1/4-362)) D) @(1/A)(36++/4-362)(~2x+Ey—+/4-362Y)
+ )
3k — /4382 3 + /432

hereci, c2 € R, and the determinant is written up to an exponential factor that does not change the solution.
Experimenting with the plots obtained by Mathematica from this formula for some choice of parameters, one
discovers two solitons for some (big positive) values pdnd one soliton for other (big negative) values. Analytic
study of formula (74) confirms this impression.

Let us consider the simplest case of the staying soliton (soliton with velocity zero). In this case the value of
parametek is equal to 1, and formula (69) (with the sigf) takes the form

detA ~ 1+ Lcexp(—2x), (75)

det(A) ~ 1+

(74)

that corresponds to the standard soliton solution with zero velocity
v = cosh™?(x — xo).
Substitutingg = 1 to the ‘two-soliton’ formula (74), we get
det(A) ~ 1+ coexp(y — x) + 3c1 exp(—2x). (76)

To study asymptotic behavior of the solution corresponding to this determinant, we should take into account that
the solution is given by the second derivative of the logarithm of the determinant (formula (5%))=Atco we
discover only a staying soliton of the form (75)

~82I0 1+1 exp(—2x)
U a2 g 2t A ’

which is nonsingular it1 is positive. Multiplying the determinant (76) by exp— y) (that does not change the
solution), we get another representation of the ‘two-soliton’ solution

2

9 1
v=—log|expix —y)+c2+ zcrexp(—x —y) ] .
ax? 2

Using this representation to study asymptotic behavior of the solutign=atoco in the arbitrary moving frame
x = X + vy, we discover that for = £1 asymptotics is nontrivial, corresponding to two solitons moving with
velocitiesv = +1,
92 92 1
v~ —log(expix — y) +c2) + ~— log| sciexp(—x —y) +c2 ). (77)
ax ox 2

As we have mentioned before, for a nonsingular staying sotitda positive. Ifc; is also positive, formula (77)
gives two nonsingular solitons, and negatigecorresponds to two singular solitons.

The initial data for the solutiom corresponding to the determinant (76) may be made infinitely close to the
one-soliton solution by the choice of constants. In fact at —oo this is exactly a soliton. But then this slightly
disturbed soliton solution decays! It may decay into two solitons or into two singular solitons, depending on the
initial perturbation (see Figs. 11 and 12). So the staying soliton solution for the Boussinesq equation is unstable
with respect to small perturbations, it may develop a singularity or decay into two solitons.

A natural question to ask next is whether an arbitrary soliton may decay. To answer it, we start from some general
remarks concerning the decay formula (73)
c1 c2

-m

exp(—®2). (78)

det(A) ~ 1 -
et(A) +E exp( 1)+$

n2
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Fig. 11. Decay of soliton into two solitons.

Using the simple example of the staying soliton, we have shown that three different solitons enter this formula. The
soliton is defined by a pair of real parametgrg satisfying equation (71), or, in other words, by the point of ellipse
(71). The pointy, & defines the same soliton (up to a change of congfameriving formula (78), we start from

two solitons having the sange To understand the appearance of the third soliton, it is easy to show that ify,

p = n2 satisfy Eq. (71) with the samig then the pointn, p) also belongs to the ellipse (71). So the formula (78)

det(A) ~ 1+ gi e En—E+my) §C2 e E—P)(—E+)y) (79)
-7 —p

Fig. 12. Decay of soliton into two singular solitons.
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containsthree solitons with the parameters, n), (&, p), (1, p). Thus, the decay process is characterized by three
real parameters, n, p, possessing the property that each pair of parameters defines the point of the ellipse (71).
Depending or¢ (which defines; and p through the formula (63)), each soliton is present only at oo or at
y = —o0.

Considering formula (79) in the moving frame

x=x+E+ny,

we discover that a soliton with the parametérsn) is present at
y = sign((§ — p)(n — p))oo.

Similarly, we come to the conclusion that a soliton with the paraméters) is present at
y = sign((§ — n)(p — m))oo.

Rewriting expression (79) in equivalent form

det(A) ~ e =OC—E+my L L2 o--p)a=(+p)y) (80)

E—n &—p
and considering the moving frame
x=x+m+p)y,
we show that a soliton with the parametéysp) is present at
y = sign((n — &)(p — §))oo.

Choosing to be definite > p > 5, we discover that formula (79) describes decay of a soliton with the parameters
(&, m), i.e., the smallest and the largest of paramejegs n. Let us use explicit parameterization (63)

n=—3¢E+/4-32),  p=-3E— /432,
If we start from the maximal value &f = /4/3, formula (79) describes decay of a soliton with the parameters
(&, n); the velocity of this soliton is

v=3(E — /4 32).

As p comes close t§ (até = /1/3), the velocity of the solitog, p) reaches maximal velocity = +/4/3, and the
velocity of decaying solitori€, 1) reaches the value = —/1/3. At p = & formula (79) degenerates, it describes
one soliton with velocitw = —,/1/3. As£ becomes smaller thag1/3, p becomes larger thaf, and formula
(79) describes decay of solit@p, n) with the velocity

v=—§&.

At& = —/1/3, £ becomes equal tg, formula (79) degenerates once again, the velocity of decaying soliton reaches
the value\/1/3, and for—/1/3 > & > —./4/3 it describes decay of solitdn p with the velocity

v= 3¢ +,/4-3%2).

Thus, the velocity of the decaying soliton changes in the range

1 1
—\/; < VUdec < \/;.
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There are decay processes into two solitons or two singular solitons, depending on the choice of eanstants
the formula (79).

There are no decay processes for the solitons witls /1/3, so these solitons are stable (with respect to decay).
Thus, we have answered our first questions, and the answer is negative, not all solitons may decay.

4.3.2. Interaction of solitons

The next question is about soliton systems and interaction of two solitons. It is whether singularities may ap-
pear as a result of interaction, and are there any stable soliton systems (not forming singularities as a result of
interaction).

Remark. In general, studying stability of systems of solitons, one should take into account not only the interaction
between solitons, but also the interaction of solitons with the continuum spectrum also. We would like to emphasize
that here we will take into account only the soliton sector, so we are able to give only a partial answer to these
questions. Indeed, systems of solitons stable with respect to interaction between solitons may, in principle, under
arbitrary small perturbation develop instability and even singularity. However, for the Boussinesq equation the
guestions we consider are nontrivial even for pure soliton interactions.

First we would like to formulate two results concerning these questions.

Statement 1. Solitons moving in one direction with velociti¢s| > ,/1/3 do not form singularities as a result of
two-soliton interaction.

Statement 2. Two-soliton interaction of solitons with velocitiés| < ./1/3 necessarily leads to formation of a
singularity (i.e., the result of interaction of two solitons always is two singular solitons).

The proof of both statements is based on formula (72). Interaction of two solitons is much more standard in soliton
theory than the decay process, so we will not consider it in detail. Using moving reference frames and considering
asymptotical behavior of solution (72) at= 400, it is easy to show that the character of the interaction process
is defined by the sign of the first term in the formula (72)

o (61 —8&2)(n1 —n2)
(51— n2)(m — &)

If ¢ > 0, the result of interaction is a pair of solitons, and fox 0 the result is a pair of singular solitons (that
means that singularity is formed in the process of interaction). The points of change @f sigi§s, n1 = n2,

& = n2, n1 = & correspond to degeneration of formula (72) into fusion process and appearance of third soliton.
The results of analysis of triple soliton diagram given before show that it always contains two solitons moving in
the same direction; one with velocity;| < +/1/3 (the decaying soliton, or, for the inversed time, the result of
fusion), and another with velocity,| > +/1/3. The third soliton moves in the opposite direction with the velocity
lva| > /1/3.

Let us take two solitons moving in the same direction with velociti¢s- \/1/3. There are no fusion diagrams
containing these solitons, and expression (81) does not change sigh when we change parameters of solitons. It is
easy to check that in this case the sign is positive, and the result of interaction of two solitons is two (nonsingular)
solitons, that proves Statement 1. This statement can be easily generalized to thencasditoh interaction, and
thus the system of solitons moving in the same direction with velodities ./1/3 does not form singularities and
is stable with respect to decay processes. In other words, this system demonstrates a ‘standard’ behavior usually
associated with a system of solitons.

(81)
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Similarly, considering two solitons moving with velocitieg < 1/1/3, we come to the conclusion that the sign of
expression (81) is negative. Interaction of two solitons in this case always results in two singular solitons, i.e., in the
formation of singularity, that proves Statement 2. Thus, the system of solitons moving with velpgities/1/3
demonstrates rather extraordinary behavior. First, the solitons are unstable under perturbation and may decay int
two solitons or two singular solitons. And second, interaction of two solitons unavoidably leads to formation of a
singularity in a finite time.
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