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a b s t r a c t 

Results pertaining to numerical solutions of the Hasselmann kinetic equation ( HE ), for wind driven sea 

spectra, in the fetch limited geometry, are presented. Five versions of source functions, including the re- 

cently introduced ZRP model (Zakharov et al., 2012), have been studied, for the exact expression of S nl 

and high-frequency implicit dissipation, due to wave-breaking. Four of the five experiments were done 

in the absence of spectral peak dissipation for various S in terms. They demonstrated the dominance of 

quadruplet wave–wave interaction, in the energy balance, and the formation of self-similar regimes, of 

unlimited wave energy growth, along the fetch. Between them was the ZRP model, which strongly agreed 

with dozens of field observations performed in the seas and lakes, since 1947. The fifth, the WAM 3 wind 

input term experiment, used additional spectral peak dissipation and reproduced the results of a previous, 

similar, numerical simulation described in Komen et al. (1994), but only supported the field experiments 

for moderate fetches, demonstrating a total energy saturation at half of that of the Pierson–Moscowits 

limit. The alternative framework for HE numerical simulation is proposed, along with a set of tests, al- 

lowing one to select physically-justified source terms. 

© 2016 Elsevier Ltd. All rights reserved. 
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1. Introduction 

The motivation, for the research presented in the current paper,

was to continue the project of finding a firm scientific foundation

for the study of wind driven seas. 

The most important step in this direction was made in 1962,

by K. Hasselmann ( Hasselmann, 1962; 1963; Nordheim, 1928 ), who

proposed the kinetic equation for wind waves description 

∂ε 

∂t 
+ 

∂ω k 

∂ � k 

∂ε 

∂ � r 
= S nl + S in + S diss (1)

similar to equations used in condensed media physics since the

1920s ( Landau and Lifshitz, 1980 ), where ε = ε(ω k , θ, � r , t) is the

wave energy spectrum, as a function of wave dispersion ω k =
ω(k ) , angle θ , two-dimensional real space coordinate �

 r = (x, y )

and time t. S nl , S in and S diss are nonlinear, wind input and wave-

breaking dissipation terms, respectively. Hereafter, only the deep
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ater case, ω = 

√ 

gk is considered, where g is the gravity acceler-

tion and k = | � k | is the absolute value of wavenumber � k = (k x , k y ) .

Eq. (1) is widely accepted in the oceanographic community

 Young, 1999; Komen et al., 1994 ) and has several names. It is

alled the Boltzmann equation ( Komen et al., 1994 ) (while this is

ot exactly correct), the energy balance equation ( Young, 1999 ),

nd the radiation balance equation. We will call it the Hasselmann

quation (hereafter HE ) as a tribute to Hasselmann’s pioneering

ork. At the least, this is consistent with part of the community

 Janssen, 2009 ). 

The right side of Eq. (1) consists of three terms. The S nl term

s completely known. It was consistently derived from Euler equa-

ions and describes quadruplets of waves satisfying resonant con-

itions 

�
 k + 

�
 k 1 = 

�
 k 2 + 

�
 k 3 

 k + ω k 1 = ω k 2 + ω k 3 (2)

n the papers ( Zakharov, 2010; Zakharov and Badulin, 2011 ) we in-

roduced the following splitting of the S nl 

 (ω, θ ) = F (ω, θ ) − �(ω , θ ) ε(ω , θ ) (3)
nl 
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E  
he explicit expressions for F and � are presented in the Appendix .

he motivation for this splitting is very simple. The term F ( k ), for

ny spectral distribution ε( ω, θ ), is an essentially positive function .

e will soon show that this fact is of fundamental importance. 

Kinetic equations similar to the Hasselmann equation are rou-

inely used in different areas of theoretical physics. In all cases, the

rst and central issue is the description of solutions to the station-

ry equation 

 nl (ω, θ ) = 0 (4)

Any solution of this equation can be presented in the form 

(ω, θ ) = 

F (ω, θ ) 

�(ω, θ ) 
(5) 

As far as ε( ω, θ ) > 0, for all solutions 

(ω, θ ) > 0 (6) 

The function � also has another physical sense. In the presence

f nonlinear wave ensemble, the dispersion law is undergoing the

e-normalization 

(k ) → ω(k ) + �ω(k ) (7)

he re-normalization has real and imaginary parts. The imaginary

art is 

m �(ω) = 

1 

2 

�(ω, θ ) (8)

Everybody knows that Eq. (4) has solutions with thermody-

amic equilibrium. 

There is Maxwell distribution in the kinetic gas theory, and

lank distribution in quantum statistical dynamics. Physicists be-

ieved, for a long time, that the thermodynamic equilibrium spec-

ra are unique solutions of Eq. (4) . This is certainly true, if the en-

ropy of a solution is finite. However, Eq. (4) has a broad class of

olutions with infinite entropy, governed by fluxes of conservative

uantities—energy, momentum and wave action. 

These solutions are now called KZ (Kolmogorov–Zakharov) so-

utions and widely used in different areas of physics (see, for in-

tance Lvov and Newell (20 0 0) ; C. Connaughton (20 04) ; Galtier

20 0 0) ; 20 03 )). The general theory of KZ solutions is described in

he monograph ( Zakharov et al., 1992 ). 

A more advanced development is contained in the paper

 Zakharov, 2010 ). The discovery of KZ spectra was recognized by

he physical community, by awarding a Dirac medal in 2003, for

his development. 

The first KZ solution was found by Zakharov and Filonenko in

966 (the English version of Zakharov and Filonenko (1967) was

ublished in 1967). It is the isotropic solution of the stationary

asselmann Eq. (4) (the details are presented in Section 4 ): 

(ω ) = 

βKZ 

ω 

4 
= C K 

g 4 / 3 P 1 / 3 

ω 

4 
(9)

Here P is the energy flux to the high frequency region. It was

oon established, ( Katz and Kontorovich, 1975 ), that the solution

q. (9) is only “the tip of the iceberg”. Actually, Eq. (4) has a

uch bigger class of KZ solutions, outlined in the paper ( Zakharov,

010; Katz and Kontorovich, 1975 ). The most interesting and im-

ortant solutions, governed by fluxes of energy and momentum,

re anisotropic. They are not exactly power-like, seeing their ω—

ependence deviates from the ω 

−4 law, but only mildly. 

Meanwhile, numerous laboratory and field experiments showed

hat, in the important band of frequency, right behind the spec-

ral peak (approximately for 1.5 ω p < 3.5 ω p ), the observed spectra

re very close to the ω 

−4 law. Experimental data obtained before

985 was summarized in the well known paper of Phillips ( Phillips,

985 ). Since then, a lot of new data has accumulated (see, for in-

tance, Romero and Melville (2010) , Resio and Perrie (1989) ; Resio
t al. (2004) ; Long and Resio (2007) , Gagnaire-Renou et al. (2011) ;

akharov et al. (2014) ). Some other experimental results were cited

n the article ( Zakharov, 2015a ). 

Recall that the exact S nl can be derived, rigorously, from the Eu-

er equation. 

Opposite to it, the “source function” S in —the energy income

rom the wind, and the energy dissipation function S diss , due

o wave-breaking, are only known approximately. In the oceano-

raphic community, there is no consensus regarding their form. We

iscuss these questions in Sections 2 and 3 of this paper. 

The ambiguity of their proper definitions presents the first ma-

or issue for wind wave theory, and hinders development of accu-

ate operational models, as well. 

The other important issue is connected with S nl collision term

umerical simulation. It is the complex, non-linear, operator, with

eep internal symmetries. Several S nl simulation algorithms are

vailable, at the moment, for example: Webb–Resio–Tracy ( WRT )

 Tracy and Resio, 1982; Webb, 1978 ) (also, see important paper

 Resio and Perrie, 1991 )), Lavrenov ( Lavrenov, 2010 ) and Masuda

 Komatsu and Masuda, 1996 ). The Van-Vledder version of the WRT

lgorithm ( Hwang, 2007 ) has already been included in the Wave-

atchIII and SWAN models, for more than a decade. 

All of the above algorithms provide reliable results, but are too

low to provide simultaneous HE solutions of the Eq. (1) for tens of

housands of spatial points, faster than real time, as is required by

perational wave forecasting. Because of this, existing operational

odels use much faster substitutes for S nl , in the form of DIA and

ts analogs. This is not fatal, as long as the number of quadru-

let configurations used in DIA is large enough. However, what is

rong is the commonly practiced “tuning” of the DIA algorithm

arameters, in the operational models. 

We must stress, however, that we do not discuss the good and

ad sides of different modifications of DIA models. The only re-

ults discussed are those obtained from the numerical algorithm

or solving the exact Hasselmann equation. This code is a modifi-

ation of the WRT algorithm . We hereby call it XNL . 

We insist that a correct definition of the source function is nec-

ssary, and we assert that it is possible to perform these correc-

ions, without new theoretical constructions or new difficult ex-

eriments. It is sufficient to use existing experimental data, in a

roper way. For 68 years, starting from a well-known work of

verdrup and Munk ( Sverdrup and Munk, 1947 ), oceanographers

ave accumulated a plethora of experimental facts regarding wave

rowth rate, with respect to winds. Some of those facts were ob-

ained in water tanks, but the most interesting facts come from

cean measurements. 

Nowadays, the results of numerous measurements for “fetch

imited” field set-ups, where the off shore wind and the waves are 

uasi-stationary, have been systematized and published ( Badulin

t al., 2007 ). 

All of those situations are described by the stationary HE 

∂ω 

∂k 

∂ε 

∂x 
= S nl + S in + S diss (10)

This equation is solved, in the presented research, for different

ource functions S in and S diss . Five experiments were carried out,

or different wind input functions, and their results were compared

o known ocean field experimental data. This comparison actively

sed the fact that the results of those experiments are well de-

cribed by Weak Turbulence Theory ( WTT ). This theory is explained,

n detail, in the monograph ( Zakharov et al., 1992 ), and applica-

ions of this theory, to ocean experiments, are presented in the

ublications ( Pushkarev et al., 2003; Zakharov, 2005; Badulin et al.,

0 05; 20 07; Gagnaire-Renou et al., 2011; Zakharov et al., 2014 ). 

The possibility of WTT application is based on the fact that, in

q. (1) , S is the dominant term. This fact can be explained in the
nl 
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following way. All S in cases considered in the current research are

quasi-linear, which means that 

S in = γ (ω, θ ) ε(ω, θ ) (11)

S diss = −γdiss (ω, θ ) ε(ω, θ ) (12)

Taking into account S nl splitting, Eqs. (3) , (10) take the form 

∂ω 

∂ � k 

∂ε 

∂ � r 
= F (ω, θ ) − ( �(ω, θ ) − γ (ω, θ ) + γdiss (ω, θ ) ) ε(ω, θ ) 

(13)

One should note that γ typically has a fairly small value of

10 −5 ω p , for waves with the frequencies close to the peak fre-

quency ω p . The value of γ diss does not exceed γ , or waves are not

excited at all. Meanwhile, the value of � is rather large, as shown

by analytic and numeric calculations. It easily exceeds γ , by orders

of magnitude ( Zakharov, 2010; Zakharov and Badulin, 2011 ) (see

Appendix). Therefore, one can substitute in the first approximation

Eq. (13) by conservative equation 

∂ω k 

∂k 

∂ε 

∂x 
= S nl (14)

which is, indeed, the subject of the WTT study. 

It is customary to use “Kitaigorodsky dimensionalization”,

where the fetch variable x , total energy E , and peak frequency ω p 

are substituted by dimensionless variables 

χ = 

xg 

u 

2 
, ε = 

Eg 2 

u 

2 
, ˆ ω = 

ω p u 

g 
(15)

All ocean and wave tank measurements show that ε( χ ) and

ω( χ ) are the power functions of dimensionless fetch χ : 

ε = ε 0 χ
p (16)

ˆ ω = ω 0 χ−q (17)

The values of p and q vary in different experiments, but not

significantly 0.74 < p < 1, 0.2 < q < 0.3. They are connected, with

strong accuracy, by the “magic relation”

10 q − 2 p = 1 (18)

These facts are explained by WTT ( Zakharov, 2005 ). Conserva-

tive kinetic Eq. (14) has a four-parameter family of self-similar

solutions ( Zakharov, 2005; Pushkarev et al., 2003; Badulin et al.,

20 05; 20 07 ), for which the “magic relation” is fulfilled exactly. 

It was shown in Zakharov et al. (2012) ; Zakharov (2010) that

the non-conservative HE , with the dissipation, localized in short

waves, and forcing chosen as the power function 

γ (ω, θ ) = f (θ ) ω 

s (19)

also allows a self-similar solution and preserves the “magic rela-

tion” Eq. (18) . 

All numerical experiments presented in the current paper in-

cluded short-wave dissipation, but in the “implicit” way: the spec-

trum at frequencies f > 1 . 1 Hz was forced to Phillips spectrum

ε ω � ω 

−5 . The validity of this approach is discussed in Section 3 .

Similar procedure of matching the spectrum with the powerlike

tail at high frequency is routine in the operational models ( Tolman,

2013 ). 

Four out of five of those experiments assumed absence of long-

wave dissipation. It is assumed hereafter that “long waves” denotes

the waves with the characteristic wavenumber close to the spectral

peak vicinity. Such experimental set-up contradicts existing tradi-

tion, but is justified by obtained results. Four existing wind forc-

ing terms have been checked: ZRP ( Zakharov et al., 2012 ), Cha-

likov ( Tolman and Chalikov, 1996; Chalikov, 1995 ), Hsiao–Shemdin
 Hsiao and Shemdin, 1983 ) and Snyder ( Snyder et al., 1981a ). The

nly S in term, in the power form, was the ZRP forcing term, and it

as only this experiment which showed agreement with the field

bservation, for which p = 1 and q = 0 . 3 . The other S in terms lead

o the Eqs. (16) and (17) , where indices p and q are functions of

he dimensionless fetch. It is important to note that the “magic re-

ation” Eq. (18) still holds, as well, which means that corresponding

pectra exhibit “local” self-similarity. 

The question is: how valid is the claim that the wave energy

nd the mean frequency behave like powers? 

The developed WTT (Weak Turbulent Theory) does not impose

imitations on wave energy growth, with the fetch. The maximum

ength of the dimensionless fetch χ � 10 5 was considered in the

xperiments of Donelan et al. ( Donelan et al., 1985 ). The cor-

esponding wave energy maximum was ε = 4 . 07 × 10 −3 , without

ny deviation from the power law. 

We should stress that we now speak about a stationary-in-time

ave field, and discuss dependence of its characteristics on the

etch, only. In 1964, Person and Moscowitz formulated the hypoth-

sis that on long enough fetches, the wave field becomes statisti-

ally homogeneous. According to Young ( Young, 1999 ) this “spatial

aturation” occurs at χ � 5 × 10 4 (see Fig. 5.10 in the cited book)

nd the energy spectrum is stabilized on the level ε � 3 . 64 × 10 −3 .

or that time, it was an important achievement, but we must em-

hasize that this hypothesis was pure speculative, because Pier-

on and Moscowitz measured the wave field only at one spatial

oint. However, recent analysis of numerous experimental data,

ublished in Badulin et al. (2007) ; Pushkarev et al. (2003) ; Badulin

t al. (2005) , does not support the concept of the spatial satura-

ion. Nevertheless, the idea of a “mature sea” was actively sup-

orted in the paper ( Komen et al., 1984 ) and became a kind of

redo for oceanographers. The WAM3 model was designed specifi-

ally to support this idea. 

The numerical test of the WAM 3 model, using the XNL ap-

roach, was performed in the fetch-limited geometry, long ago

see Komen et al. (1994) , pp. 229, 254, Fig. 3.7 and Fig. 3.22). It

as found that for moderate fetches 10 2 < χ < 10 3 this model

escribes the experimental situation pretty well, however, pre-

icting saturation at the fetch χ � 2 × 10 4 on the low level

 Max � 1 . 8 × 10 −3 . Our numerical experiments confirmed these re-

ults. Moreover, we found that in the ”practical fetch” interval 10 2 

 χ < 10 3 , the results of WAM 3 coincide with the results obtained

ia the ZRP model, without any spectral peak dissipation. For larger

etches, the ZRP model demonstrates much better coincidence with

eld experiments, than the WAM 3 model does. 

Here one can recall William Okham’s principle “It is futile to do

ith more things that which can be done with fewer”. Application

f this principle leads to excluding the long wave dissipation from

onsideration, and to the conclusion that the WAM 3 model is not

onsistent enough. It is satisfactory in only one aspect - it passes

he ω 

−4 test, explained in Section 4 . 

The obtained results can be seen as a progressive step toward

niversal, physically-based, ocean surface wave models, the devel-

pment of which will require minimal tuning for different ocean

onditions. Other perspectives are discussed in the Conclusion. 

. Current state of wind input source terms 

Nowadays, the number of existing models of S in is large, but

hese models lack firm, theoretical, justification. Different theoreti-

al approaches argue with each other. A detailed description of this

iscussion can be found in the monographs ( Young, 1999; Komen

t al., 1994 ), and the papers ( Belcher and Hunt, 1998; Chalikov

nd Makin, 1991; Kudryavtsev et al., 2001; Tolman and Chalikov,

996; Miles, 1957; Hsiao and Shemdin, 1983; Snyder et al., 1981b;

onelan et al., 1985 ). 
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The development of wind wave models had begun as far back

s the 1920s, in the well-known works of Jeffreys ( Jeffreys, 1924;

925 ). His model is semi-empiric and includes an unknown “shel-

ering coefficient”. All other existing theoretical models are also

emi-empiric, with one exclusion – the famous Miles model ( Miles,

957 ). This model is rigorous, but is related to an idealized situa-

ion – the initial stage of wave excitation, by laminar wind, with

pecific wind profile U ( z ). 

Miles theory application is hampered by two circumstances.

irst is the fact that the atmospheric boundary layer is the tur-

ulent one, and creating a rigorous, analytic theory of such turbu-

ence is, as of today, an unsolvable problem. 

There is the opinion, however, that wind speed turbulent pulsa-

ions are small, with respect to horizontal velocity U ( z ) ( Troitskaya

t al., 2011; Fabricant, 1976; Nikolaeva and Zymring, 1986; Janssen,

982 ) and that they should be neglected in the first approximation

 Fabricant, 1976; Janssen, 1982 ). This does not mean that turbu-

ence is not taken into account, at all. It is suggesting that the role

f the turbulence consists in formation of the averaged horizontal

elocity profile. 

The wide spread opinion is that the horizontal velocity profile

s distributed by the logarithmic law 

(z) = 2 . 5 u ∗ ln 

z 

z 0 
(20)

ere u ∗ is the friction velocity and z 0 is the roughness parameter

 0 = C ch 

u 

2 
∗

g 
(21) 

here C ch � 3 × 10 −2 is the experimental and dimensionless

harnock constant. 

One should note that the appearance of an anomalously small

onstant, not having “formal justification”, is an extremely rare

henomenon in physics. Eqs. (20) , (21) mean that the rough-

ess parameter is very small: for typical ocean conditions – wind

peed 10 m/s on the height z = 10 m we get z 0 � 5 × 10 −4 m . Such

oughness is only twice the size of the viscid layer, defined from

ultiple experiments on turbulent wind flow, over smooth metal

lates. Notice that the logarithmic law certainly could not work for

 height of the order of few centimeters, where capillary effects are

ssential. 

Usage of Eqs. (20) , (21) assumes, therefore, that the ocean be-

aves as smooth metal surface. This is not correct. Horizontal mo-

entum is transferred to the smooth plate, on the surface itself,

hile in the ocean this process happens differently. 

Momentum off-take, from the atmospheric boundary layer, is

moothly distributed over the whole width of the boundary layer

nd begins from the highest “concurrence layer”, i.e. from the

eight where the phase speed of the fastest wave matches the hor-

zontal velocity. 

Momentum off-take leads to horizontal velocity distribution

 ( z ) depending on time, the wave’s development level, and energy

pectrum. Meanwhile, Miles’s instability increment is extremely

ensitive to the horizontal velocity profile (there is no wave ex-

itation for the linear profile U ( z ), in Miles theory, for example).

he velocity profile is especially important for slight elevations,

n the order of several centimeters, over the water surface, which

s almost unknown and difficult for experimental measurements.

owever, there have been some advances in this direction ( Hristov

t al., 2003; Troitskaya et al., 2011 ). 

The necessity of taking into account the waves feedback, into

he horizontal velocity profile, was understood a long time ago, as

een in the works of Fabrikant ( Fabricant, 1976 ) and Nikolaeva et

l. ( Nikolaeva and Zymring, 1986 ). This approach was later con-

inued by Jannsen Janssen (1982) and explained, in detail, in the
onograph Komen et al. (1994) in the form of “quasi-laminar” the-

ry. This theory is lacking. 

To consider the theory as self-consistent, even in the approxi-

ation of turbulence absence, it is necessary to solve equations de-

cribing the horizontal velocity profile U ( z ), together with the Has-

elmann equation, describing the energy spectrum evolution. This

s not done yet, either. 

That fact aside, many theoreticians do not share the opin-

on about turbulent pulsations insignificance, and consider them

s the leading factor. Corresponding TBH theory by Townsend,

elcher and Hunt ( Belcher and Hunt, 1998 ) is an alternative to

uasi-laminar theory. Both theories are discussed in Donelan et al.

2006) . 

There is another approach, not connected with experimental

nalysis - numerical simulation of the boundary atmospheric layer,

n the frame of empiric theories of turbulence. It was developed

n the works ( Chalikov and Makin, 1991; Kudryavtsev et al., 2001;

olman and Chalikov, 1996; Chalikov, 1995 ). Since those theories

re insufficiently substantiated, the same relates to the correspond-

ngly derived wind input terms. 

Across the wide variety of theoretical approaches to defining

 in , almost all of them are “quasi-linear” Zakharov and Badulin

2011) where the standard relation ( Young, 1999; Komen et al.,

994 ) 

(ω , φ) = 

ρa 

ρw 

ω β( 
ω 

ω 0 

, φ) (22) 

s being used. Here ω 0 = 

g 
u , where u is the wind speed, defined

ifferently in individual models. The function β is dimensionless

nd is growing with the growth of ω 
ω 0 

. 

However, even for the models exhibiting the strongest wind in-

ut, the value of β belongs to the interval 0 < β < 1, for ξ from

he interval 0 < ξ < 3. In some models (see, for example Tolman

nd Chalikov (1996) ) β becomes negative for the waves propagat-

ng faster than the wind, or under large angle, with respect to the

ind. 

Looking at multiple experimental attempts to define S in , one

hould notice that they need to be critically analyzed. The criticism

s not about the integrity of measurements itself, but about the

ethodology used, the validity of data interpretation, and the pos-

ibility of transferring conclusions made in artificial environments

o real ocean conditions. 

A significant amount of the experiments, belonging to the so-

alled “fractional growth method” category, have been performed,

hrough energy spectrum measurement in time, and calculation of

he corresponding γ through 

(ω, φ) = 

1 

ε(ω, φ) 

∂ε(ω, φ) 

∂t 
(23) 

Eq. (23) is, in fact, the linear part, or just two terms of the HE

q. (1) . This method is intrinsically wrong, since it assumes that ei-

her advection 

∂ω k 
∂ � k 

∂ε 
∂ � r 

and nonlinear S nl terms of Eq. (1) are absent

ltogether, or relation 

∂ω 

∂ � k 

∂ε 

∂ � r 
= S nl (24) 

s fulfilled. 

The first assumption is simply not correct, since neglected

erms are defining ocean conditions. 

The second assumption is almost fulfilled, indeed, since the sea

s described by the WTT . But the terms in Eq. (24) are large with

espect to the terms in Eq. (23) , and therefore there is no reason

o neglect the terms of Eq. (24) . 

Regarding the “fractional growth method”, we are just citing the

ingle publication by Plant Plant (1982) where, it seems, the author

nderstood its scarcity. 
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Fig. 1. Four cases of function β( ξ ) along the wind ( θ = 0 ) used in the numerical 

experiments. Solid line: Snyder-Hasselmann-Bosenberg case Eq. (26) , dashed line: 

Hsiao–Shemdin case Eq. (27) , dashed-dotted line: Chalikov case ( Chalikov, 1995 ) 

and dotted line: ZRP case Eq. (28) . 
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As a matter of fact, it is natural to ask about the spectral cor-

relation function Q ( ω) between the surface elevation η and the

wind-induced pressure on the surface P : 

Q(ω) = < η(ω) P ∗(ω) > (25)

where brackets denote ensemble averaging, in Fourier space, and

asterisk refers to the complex conjugate. 

Unfortunately, the number of such experiments is limited, and

not all of them have significant value for describing ocean phe-

nomena. Also, one should not consider the experiments performed

in laboratory conditions. 

Consider, for example, the set of experiments described in

Mastenbroek et al. (1996) . These experiments were performed in

the wave tank of 40 m length and 1 m depth. The wind was blow-

ing at speeds up to 16 m/s , but they only studied short waves, no

longer than 3 m , moving no faster than 3 . 3 m/s . Therefore, they

studied the very short, wave-tail of the function β , in conditions

far from those of the ocean. Another problem with flume data

is upper physical confinement of the vertical velocity profile. The

value of these measurements is not significant. 

The same arguments apply to multiple precisely-performed

measurements on the Lake George, Australia Donelan et al. (2005) .

The depth of this lake is, on average, about 1 m . That is why the

waves slower than 3 . 3 m/s can propagate on its surface. The typical

wind speed, corresponding to these measurements was 8 − 12 m/s .

Therefore, while the results of these measurements are quite inter-

esting, the obtained expression for S in is questionable, because it

runs completely against quasi-linear theory. The quasi-linear the-

ory predicts smoothing of the velocity profile U ( z ), with the wave’s

development. The wind input growth rate, however, was increas-

ing with the wave’s energy level, in the experiments ( Young and

Babanin, 2006 ). 

After critically analyzing experiments on S in measurements,

only three of them deserve attention. Those are the experiments

by Snyder et al. ( Snyder et al., 1981a ), Hsiao at al. ( Hsiao and

Shemdin, 1983 ) and Hasselmann at al. ( Hasselmann and Bosen-

berg, 1991 ). These experiments were performed in the open ocean

and measured direct correlations of surface speed change and the

pressure. The accuracy was not ideal and the data scatter was sig-

nificant, presumably due to contemporary technologies. Therefore,

their interpretation is quite ambiguous. The fact of this uncertainty

was highlighted in the paper ( Tolman and Chalikov, 1996 ). Either

way, these experiments produced two well-known formulas for β .

Next, we present β ’s expressions, for the cases analyzed in the cur-

rent paper. 

For Snyder et al. ( Snyder et al., 1981a ), Hasselmann-Bosenberg

( Hasselmann and Bosenberg, 1991 ) case 

βSHB = 

{
0 . 24(ξ − 1) f or 1 < ξ < 4 

0 , f or ξ < 1 

(26)

For Hsiao–Shemdin case ( Hsiao and Shemdin, 1983 ) 

βHS = 

{
0 . 12(0 . 85 ξ − 1) 2 f or ξ ≥ 1 

0 , f or ξ < 1 

(27)

Let us notice that for ZRP case Zakharov et al. (2012) 

βZRP = 0 . 05 ξ 4 / 3 (28)

The differences between various S in , corresponding to Eqs. (26) -

(28) , are significant. For many practical purposes, the spectral peak

is located in the interval 1.5 < ξ < 2.5, where the difference be-

tween Snyder and Hsiao–Shemdin functions is huge. Indeed 

βS (1 . 5) = 0 . 12 βHS (1 . 5) = 0 . 009 (29)

βS (2 . 5) = 0 . 36 βHS (2 . 5) = 0 . 15 (30)
This serious difference is explained by lack of accuracy in both

xperiments (see Tolman and Chalikov (1996) ). Fig. 6 of paper

nyder et al. (1981a ) and Fig. 4 of the paper Hsiao and Shemdin

1983) show that the experimental data scatter has the same order

s the mean values. Thus, the offered forms of the source functions

qs. (26) , (27) are not seriously justified. However, Hsiao–Shemdin

ata appears to be more trustworthy. It seems quite obvious that

he Snyder function overestimates the wind input, by several times.

resented numerical experiments justify this conjecture. 

For the ZRP function 

ZRP (1 . 5) = 0 . 086 βZRP (2 . 5) = 0 . 17 (31)

nd in the interval 1 < ξ < 3 

SHB (ξ ) < βZRP (ξ ) < βS (ξ ) (32)

Fig. 1 presents one-dimensional plots of four functions, β( ξ ),

tudied in numerical experiments presented below. We intention-

lly did not include the description of the sophisticated Chalikov

lgorithm ( Chalikov, 1995 ) for corresponding β( ξ ), for the sake of

pace. 

We can conclude that, at the moment, there is no reliable pa-

ameterization of S in , accepted by the entire oceanographic com-

unity. Keeping that fact in a mind, we decided to go our own

ay; this way is not focused on building new theoretical models,

or will it reconsider measurements of S in . 

For 68 years, since the works of Sverdrup and Munk ( Sverdrup

nd Munk, 1947 ), physical oceanography assimilated tremendous

mount of wind-wave experimental data - wave energy and spec-

ral peak frequency- as functions of limited fetch. Such exper-

ments are analyzed in works of Badulin et al. (20 05) ; 20 07 );

agnaire-Renou et al. (2011) ; Zakharov et al. (2014) . On the other

and, numerical methods for solving the HE Eq. (1) , with exact S nl 

erms, have been improved significantly, for duration-limited and

etch-limited domains, as well. 

Therefore, a new, purely pragmatic, approach for defining S in 
as proposed. The function S in has been chosen in such a way, so

hat numerical solutions of the Hasselmann equation explain the

ost known field experiments. The result was the S in function, de-

cribed in detail in Zakharov et al. (2012) , and named thereafter:

he ZRP function. 

It is important to emphasize that work Zakharov et al.

2012) assumed localization of energy dissipation, in short waves.

his assumption contradicts widely accepted concepts, but we ex-

lain the differences in the following section. 
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. Two scenarios of wave-breaking dissipation term: spectral 

eak or high-frequency domination? 

In this section, we explain why there is no need to use dissipa-

ion, in the spectral peak area. 

Spectral peak frequency damping is a widely accepted prac-

ice, and is included as an option in the operational models WAM,

WAN and WaveWatchIII . Notice that different operational models

se completely different long-wave dissipation functions. 

The form of WAM 3 spectral peak dissipation used in this paper

s given by the following definition ( Tolman, 2013 ) (the original no-

ations are preserved): 

 ds (k, θ ) = C ds ̂  σ
k 

ˆ k 

(
ˆ α

ˆ αPM 

)2 

N(k, θ ) (33) 

ˆ σ = 

(
σ−1 

)−1 

ˆ α = E ̂  σ 4 g −2 

here N ( k, θ ) is the wave action spectrum, σ is the frequency, k is

he wavenumber, θ is the angle, E is the total energy, C ds = −2 . 36 ×
0 −5 , ˆ αPM 

= 3 . 02 × 10 −3 is the value of ˆ α for PM spectrum. Over-

ine notation in 

(
σ−1 

)−1 

means averaging over the spectrum. 

This formula implicitly assumes that dissipation is concentrated

n the long-wave region, and numerical experiments, below, show

hat it is indeed realized that way, see Fig. 23 . 

It is important to emphasize that Eq. (33) is not supported by

aboratory or field experiments, nor by analytical theory, nor nu-

erical simulations, in the framework of phase-resolving numer-

cal models. This is a heuristic construction, and it is important

o trace its origin. Eq. (33) appeared in the paper of Komen et al.

 Komen et al., 1984 ), and exerted strong influences on future de-

elopments of physical oceanography. 

The authors of article ( Komen et al., 1984 ) analyzed the energy

alance, in the surface of the wind-driven sea, and concluded that

he introduction of artificial dissipation term Eqs. (33) is necessary

or explanation of experimental facts. This analysis was unsatisfac-

ory for two reasons. 

The authors of Komen et al. (1984) considered that existence of

he ”fully developed” sea, which is not only stationary in time, but

omogeneous in space, as an obvious fact. For this reason they ne-

lected the advection term C g 
∂ε 
∂x 

in their analysis. In fact, all known

tationary spectra vary with the fetch. It makes the concept of the

fully developed sea” doubtful. 

Another weak point of the paper ( Komen et al., 1984 ) is its

ncritical use of the Snyder source function. As was shown before,

his function has shaky foundations. Our numerical calculations

how that it overestimates the energy growth rate by a factor

f 5 ÷6. The authors of Eq. (33) were using the Hsiao–Shemdin

ource function, which would hardly support Eq. (33) dissipation

unction, seeing in this case the balance had to be shifted to the

issipation side. 

Anyways, for more than 30 years the dissipation term Eq. (33) ,

ogether with Snyder input term, dominated in the operating mod-

ls. These choices became a sort of credo, in physical oceanogra-

hy. The purpose of the presented paper is its revision. 

The dissipation of water surface waves, due to white-capping,

s an extremely important physical phenomenon, not yet properly

tudied. Longuet-Higgins spent a lot of effort to develop an analyt-

cal theory of the wave-breaking ( Longuet-Higgins, 1980b; 1980a;

981; 1982 ). He found the set of interesting exact and approxi-

ate solutions of the Euler equations, describing potential flow,

f ideal fluid with the free surface, but didn’t solve the problem

ompletely. 
The difficulty of development in wave-breaking analytical the-

ry is explained by sophisticated mathematical reasoning. Most

robably, the system of Euler equations, for incompressible ideal

uid potential flow, with free surface on deep water in 1 + 1 ge-

metry (i.e. depth coordinate and one horizontal coordinate) is the

ompletely integrable system. It has too many peculiar features:

ancellation of non-trivial four-wave interactions ( Dyachenko and

akharov, 1994 ), presence of an indefinite number of extra mo-

ion constants ( Zakharov and Dyachenko, 2012 ), partial solutions

escribing propagating capillary waves, expressed in elementary

unctions (the “Crapper solution” ( Crapper, 1957 )). So far, the ex-

ct integrability, for the general time-dependent problem, is estab-

ished in the exotic case of “asymptotically upwelling flow”, in the

bsence of gravity ( Zakharov, 2015b ). An infinite number of exact

olutions were found in the paper. Some of those solutions were

ublished long ago by Longuet-Higgins ( Longuet-Higgins, 1982 ). 

Integrability makes the theory of white-capping complicated for

he following reason. Integrability means absence of a universal

cenario, of this effect. From the view-point of general nonlinear

ave dynamics, wave-breaking is an example of “weak-collapse”

 Zakharov and Kuznetsov, 2012 ). Such collapses are described, as a

ule, by self-similar solutions. 

Breakers, described by self-similar solutions 

(x, t) = g(t 0 − t) 2 F 
(

x − x 0 
g(t 0 − t) 2 

)
(34) 

ere studied analytically and numerically, in the framework of the

implified (and non-integrable!) MMT (Maida–McLaughlin–Tabak) 

odel of Euler equations ( Pushkarev and Zakharov, 2013b ). Here

( x, t ) is the water surface elevation, x and t are spatial coordinate

nd time, respectively, and F is self-similar function. 

Solution Eq. (34) describes formation of the wedge, with the

op at x = x 0 , at the moment of time t = t 0 . Exact Euler equa-

ions have similar solutions, describing formation of locally sta-

ionary “corner flow solution”, with angle 120 o (see Longuet-

iggins ( Longuet-Higgins, 1980a )). But in the MMT model, the non-

ntegrable case, the self-similar breaker is a “global attractor”. In

ther words, all breakers are self-similar. The exact Euler equa-

ion has the same self-similar solution describing formation of the

Stokes corner flow” ( Longuet-Higgins, 1980a ), but now it is not

 generic scenario. In the general case, formation of the wedge

s only the first stage of the breaker evolution. Later it ejects an

nclined “Dirichlet jet” ( Longuet-Higgins, 1980b ), which plunges

ack into the water and transforms mechanical energy to heat.

his scenario was qualitatively described in an article of Longuet-

iggince, and is supported by many numerical simulations ( Banner

nd X.Tian, 1998 )- Song and Banner (2002) , laboratory experiments

 Bonmarin, 1989 ), and field observations ( Song and Banner, 2002 )–

 Kleiss and Melville, 2002 ). The literature on this subject is huge,

nd only a small portion of it is cited. 

In spite of the complexity of this scenario, in terms of Fourier

ransform, the physical picture of the phenomenon is, more or less,

niversal. On the stage of wedge formation, the spatial Fourier

pectrum, of energy, forms a “fat tail”. Up to a certain moment

f time, this spectrum is reversible in time. Plunging of the jets

auses formation of the drops and bubbles, leading to dissipa-

ion of the energy and irreversibility. This is the mechanism of

high-frequency dissipation”. The presence of high-frequency dis-

ipation “chops off” the end of the tail, and violates the tail in-

ertability. Low and high harmonics, however, are strongly coupled

n this event, due to strong, nonlinear, non-local, interaction, and

eformed high wave-numbers, so the tail, almost immediately, re-

urns to the spectral peak area. As soon as the fat spectral tail re-

urns to the spectral peak area, total energy in the spectrum di-

inishes, causing settling of the spectral peak at a lower level of

nergy. This process of “shooting” of the spectral tail toward high
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wave-numbers, and its returning back, due to wave breaking, is the

real reason of “sagging down” of the energy profile in the spectral

peak area. This was erroneously associated with the presence of

the damping in the spectral peak area. This explanation suggests

that individual wave-breaking studies ( Young and Babanin, 2006;

Tsagareli et al., 2009 ) do not prove the presence of spectral peak

damping. 

There is another question of fundamental importance. What

is the speed, C b , of breaker propagation? This C b is connected

with the characteristic length of a breaker by P b � 

C 2 
b 
g . The breaker

propagation speed is the subject of direct measurements. Breakers

produce strips of foam, and propagation of these strips can be

traced relatively easily. The results of numerous experiments per-

formed by Huang et al. ( Hwang, 2007; Hwang and Wang, 2004;

Hwang et al., 2013; Huang et al., 2013 ), Gemmrich et al. Gemmrich

et al. (2008) gave, approximately, the same result: most of the

breakers are “slow”. Their propagation speed is C b � 0.2 C p . Slow

breakers are quasi-one-dimensional, but they propagate in a broad

sector of angles with respect to the wind. Some breakers are fast

( C b � C p ). Fast breakers propagate in the same direction as the

leading wave. What is important is that “slow” and “fast” breakers

are formed, but for completely different reasons. Let us look at the

KZ spectrum 

ε ω � ω 

−4 , I k � k −5 / 2 (35)

This spectrum is concentrated on fractals, non-smooth func-

tions, and cannot be extended very far in the high frequency.

At ω � 3 ω p the KZ spectrum turns into the Phillips spectrum

ε � ω 

−5 , I k � k −3 , which is concentrated on wedge-like functions.

Thus, formation of “slow breakers” is an unavoidable consequence

of the energy flux to high frequency region, provided by four-wave,

nonlinear, wave interaction. Thus, it is reasonable to suppose that

wave-breaking dissipation is localized in short scales. 

The population of waves having frequencies 3 ÷4 times bigger

than spectral maximum frequency is called “Phillips sea” ( Phillips,

1966; 1985; Newell and Zakharov, 2008 ), which we call for the

sake of brevity the “short waves”. The “Phillips sea” contains no

more than 2% of the total wave energy, but the whole energy dis-

sipation, fueled by energy flux from long waves, is happening right

there. It is proved, experimentally, that “Phillips sea” is described

by a universal Phillips spectrum ε � 

αg 2 

ω 5 
, where α � 0.01 is a di-

mensionless constant, while for the Pierson–Moscowitz spectrum

α = 0 . 0081 ( Phillips, 1966; 1985; Newell and Zakharov, 2008 ). 

“Phillips sea” is quite an interesting physical object. It con-

tains breakers of different, statistically uniformly distributed, sizes

( Newell and Zakharov, 2008 ), down to characteristic wave length λ
� 3 ÷5 cm, where capillary effects become essential. 

The exact form of the “Phillips sea” energy dissipation function

is unknown. Recently, a quite plausible model of such function has

been presented in Badulin and Zakharov (2012) , which is hoped to

become the subject of oceanographic community discussion. 

What’s about the “fast breakers”? They rarely appear in 1 + 1

geometry, where nontrivial four-wave interactions are canceled

out, and there is no energy flux to high wavenumbers. 

The steepness, in the conditions of typically developed wave

turbulence, is not big: μ = < ∇η2 > 

1 / 2 ∼ 0 . 1 , or even smaller. Be-

cause this value is very far from limiting steepness of Stokes wave

μ � 0.3, these waves are, essentially, weakly-nonlinear. Besides

those waves, shorter waves inevitably develop, having steepness

approaching the critical one, and those waves break. 

However, there is also another process- the modulational in-

stability or “wave grouping”- which leads to spatial inhomogene-

ity and formation of “rough waves” propagating, with the spec-

tral peak velocity. Theory of rogue wave formation is a separate,

and interesting phenomenon, which is discussed in many articles
see, for instance Gemmrich and Garrett (2008) ; Zakharov and Dy-

chenko (2008) ; Dyachenko and Zakharov (2005) ), but is not the

ubject of the current paper. 

It is important that direct numerical solutions of both exact

 Zakharov et al., 2009 ) and approximate ( Dyachenko et al., 2015 )

rimordial Euler equations show that dissipation of the rogue

aves does not make any significant contribution into energy bal-

nce of wind-driven seas. Thus, the main conclusion about the dis-

ipation taking place in short scales remains unchanged. 

. Numerical experiments set-up 

The subject of numerical simulation was the stationary HE

q. (10) , for different wind input functions. A total of 5 different

ind inputs have been tested in the frame of stationary HE : 

∂ω k 

∂ � k 

∂ε 

∂ � r 
= S nl + S in + S diss (36)

The first 4 tests were done assuming the absence of low-

requency dissipation and the presence of “implicit” high-

requency dissipation. 

All simulations were performed with the help of the WRT

ethod ( Tracy and Resio, 1982; Vledder, 2006; Resio and Perrie,

991 ), previously used in Perrie and Zakharov (1999) ; Resio and

errie (1989) ; Resio et al. (2004) ; Long and Resio (2007) ; Badulin

nd Zakharov (2012) ; Webb (1978) ; Korotkevich et al. (2008) , on

he grid of 71 points in frequency and 36 points in angle domains.

 constant wind of speed 10 m/s is assumed to be blowing away

rom the shore line, along the fetch. The assumption of the con-

tant wind speed is a necessary simplification, due to the fact that

he numerical simulation is being compared to various data from

eld experiments, and the considered set-up is the simplest phys-

cal situation, which can be modeled. 

.1. The details of “implicit” damping implementation 

One should specifically stop and note details of the “implicit”

igh-frequency damping, used in all five numerical simulations.

ncluding the “implicit” damping consists in continuation of the

pectral tail by Phillips law ( Phillips, 1966 ) A (ω 0 ) × ω 

−5 , where

 ( ω 0 ) is the parameter dynamically changing in time. 

The coefficient A ( ω 0 ), in front of ω 

−5 , is not exactly known,

ut is not required to be defined in explicit form - it is dynam-

cally determined from the continuity condition of the spectrum,

t frequency ω 0 , on every time step. In other words, the start-

ng point of the Phillips spectrum coincides with the last point of

he dynamically changing spectrum, at the frequency point ω crit =
 π f crit , where f crit � 1.1 Hz , as per Resio and Long experimen-

al observations ( Long and Resio, 2007 ). This is the way the high

requency “implicit” damping is incorporated into the alternative

omputational framework of HE . 

One should note recently developed analytical models, which

utomatically describe the transition from the KZ spectrum ω 

−4 to

hillips tail ω 

−5 ( Badulin and Zakharov, 2012 ). Such modification

f the “implicit” damping is in future plans, but the question of

he finer details of the high-frequency “implicit” damping structure

s of secondary importance, at the current “proof of the concept”

tage, of the alternative framework development. 

.2. WTT facts used in numerical simulation 

As a rule, confirmed by field and numerical observations, the

ave energy spectrum has sufficiently sharp peak at ω � ω p . How-

ver, almost immediately after the spectral peak at ω � 1.5 ω p the
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dvection term 

∂ω 
∂ � k 

∂ε 
∂ � r 

becomes insignificant, and the original sta-

ionary HE Eq. (10) is transformed into 

 nl + S in + S diss = 0 (37)

Comparison with Eq. (13) shows that Eq. (37) can be rewritten

n the form 

(ω, θ ) = 

F (ω, θ ) 

�(ω, θ ) − γ (ω, θ ) + γdiss (ω, θ ) 
(38) 

As it was shown in Zakharov (2010) ; Zakharov and Badulin

2011) , nonlinear dissipation �( ω, θ ) in the “universal area” ω >

.5 ω p is several times greater than wind forcing term. Therefore,

q. (37) can be rewritten, as a first approximation, by 

 nl (ω, θ ) = 0 (39)

r 

(ω, θ ) = 

F 

�
(40) 

As was mentioned before, this equation has a rich family of

olutions. The simplest and best known solution is the isotropic

akharov-Filonenko solution ( Zakharov and Filonenko, 1967 ) 

(ω , θ ) = 

C p g 
4 / 3 

ω 

4 
P 1 / 3 = 

βKZ 

ω 

4 
(41)

ere P is the energy flux into the high wavenumbers region. 

The energy density flux per square unit, in the atmosphere,

s P sq = ρa U 

3 , where ρa is the atmosphere density and U is the

ind speed. For U = 10 m/s , P sq � 1.2 kW . A relatively small part

f this flux is transferred to the water. According to Hwang and

o-authors ( Hwang et al., 2013; Huang et al., 2013 ), the estimated

mount, transferred to the ocean, is P 0 � 0.1 Wt . Approximately

ne third of this amount is spent into energy flux formation, to-

ard high wave numbers. In “oceanographic” normalization this

ux has to be divided by ρw 

g , where ρw 

� 10 3 kg / m 

3 . Finally, the

nergy flux toward small scales is 

 ∼ 2 ÷ 3 × 10 

−6 m 

2 / s (42)

This expression agrees with the presented numerical experi-

ents. The Kolmogorov constant in the Eq. (41) can be found nu-

erically ( Zakharov, 2010 ). Recently, its value has been found more

igorously ( Geogdjaev and Zakharov, 2015 ): 

 p = 4 π × 0 . 194 = 2 . 43 (43)

One can estimate the characteristic value of βKZ : 

KZ = C p g 
4 / 3 P 1 / 3 � 0 . 6 m 

2 /sec 3 (44)

According to WTT , the value of βKZ should be constant, some-

here in the region 1.5 ω p < ω < ω crit . Here, ω crit = 2 π × 1 . 1 =
 . 91 is the critical frequency at which the “implicit” damping is

urning on. The energy flux, for this area, is diminishing propor-

ionally to ω 

−3 , and βKZ is not constant anymore - one has to sub-

titute βKZ by βKZ · ω crit 
ω . 

The general, anisotropic KZ solution, with zero wave-action flux

rom ω → ∞ , can be presented in the form ( Zakharov, 2010 ) 

(ω , θ ) = 

βKZ 

ω 

4 
F 

(
ω s 

ω 

, θ
)

(45)

here ω s = 

M 

P , M - the momentum flux to the small scale region.

he frequency ω s depends on the shape of S in , in a typical case

 s � ω p . F 
(

ω s 
ω , θ

)
is a “structural function”. It is established that

n the limit ω s 
ω → 0 (see Katz et al. ( Katz and Kontorovich, 1975 ),

akharov ( Zakharov, 2010 )): 

 

(
ω s 

ω 

)
→ 1 + c 2 

ω s 

ω 

cos θ (46)

here c is the “second Kolmogorov constant”. 
2 
If one uses, for S nl , the “diffusion approximation” ( Zakharov and

ushkarev, 1999 ), the structural function is known 

 

(
ω s 

ω 

, θ
)

= 

(
1 + 

ω s 

ω 

cos θ
)1 / 3 

(47) 

As far as F → 1 at ω → ∞ , the KZ solution Eq. (45) describes

ell-known “angular spreading”. This solution becomes isotropic

t ω → ∞ . 

One can introduce 

f 

(
ω s 

ω 

)
= 

1 

2 π

∫ 2 π

0 

F 

(
ω s 

ω 

, θ
)

dθ (48) 

From Eq. (46) , one can see that f 
(

ω s 
ω 

)
→ + λ

(
ω s 
ω 

)2 
+ ... 

A more detailed study, of the functions F 
(

ω s 
ω , θ

)
and f 

(
ω s 
ω 

)
, is

n urgent theoretical problem, but is out of the scope of the cur-

ent paper. One can expect, however, that f 
(

ω s 
ω 

)
, for ω > 2 ω p , is

lose to 1. Presented calculations confirm this conjecture: the com-

ensated angle-averaged spectrum < ε > ω 

4 is constant, up to 20%

ccuracy inside, the spectral band 0.4 Hz < f < 1 Hz . 

Notice that the average energy spectrum, < ε > , decays in this

pectral band, by a factor of 40, and the difference of the KZ spec-

rum and Phillips spectrum is essential. 

Let’s discuss self-similar solutions of the conservative HE

q. (24) . This equation has a family of self-similar solutions, which

an be conveniently rewritten in the form 

(ω, θ, χ) = χ p+ q F (ξ , θ ) (49) 

= ωχ q (50) 

here F ( χ , θ ) is the function, satisfying the relation 

cos θ

2 ξ

[
(p + q ) F + qξ

∂F 

∂ξ

]
= S nl (51) 

nd q and p are the constants, connected by the “magic relation”

q. (18) . If the self-similar solution is realized, then dimensionless

nergy and frequency are the power functions, of the dimension-

ess fetch; see Eq. (16) , (17) . 

It was shown in Zakharov et al. (2012) that self-similar solu-

ions also exist for the case of wind input, if β( ξ ) in Eq. (22) is the

ower function of the frequency: 

= ω 

s f (θ ) (52) 

The constants p and q are defined now, unambiguously as 

 = 

1 

2 + s 
(53) 

p = 

8 − s 

2(2 + s ) 
(54) 

As was already mentioned, practically all ocean field measure-

ents demonstrate power dependencies Eq. (16) , (17) . However,

here is scattering in the definition of the exponent p , in the range

.74 < p < 1.1. It’s quite possible that this scattering is due to ab-

ence of the universal expression for S in , suitable for any atmo-

pheric boundary layer state. 

The experiments of Kahma (see Zakharov (2015a ) for refer-

nces), performed for “stable” and “unstable” atmosphere, gave dif-

erent values of p . However, the “magic relation” Eq. (18) still holds

rue for those different cases. This fact holds the promise that WTT

lways works. 

More than the half of the numerical experiments have the val-

es p = 1 , q = 0 . 3 . Such self-similarity occurs if s = 4 / 3 . This fact,

ogether with field experimental data ( Long and Resio, 2007 ), leads

o the appearance of the ZRP wind input term ( Zakharov et al.,

012 ). 
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Fig. 2. (a) Dimensionless energy dependence on the dimensionless fetch, in numerical experiment. Dashed line – theoretical fit by 2 . 9 · 10 −7 · xg 
U 2 

, (b) Local exponent p , of 

the energy growth, as a function of dimensionless fetch. 
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5. Numerical study of different wind input models 

The current section presents the results of numerical simula-

tion, of different wind input models, in the alternative framework

of HE , for limited fetch statement, based on the following: 

1. Exact S nl term 

2. Absence of spectral maximum dissipation (excluding special

WAM 3 case) 

3. High-frequency “implicit” dissipation 

The first numerically studied wind input model is described in

the previous section’s ZRP model: 

S in (ω, φ) = γ (ω, φ) · ε(ω, φ) (55)
Fig. 3. (a) Dimensionless mean frequency, as a function of dimensionless fetch (solid lin

trum. The dotted line is the peak frequency f p = 

ω p 
2 π , and the dashed is the theoretical 

dimensionless fetch. 
γ = 0 . 05 

ρair 

ρwater 
ω 

(
ω 

ω 0 

)4 / 3 

f (θ ) (56)

f (θ ) = 

{
cos 2 θ for −π/ 2 ≤ θ ≤ π/ 2 

0 otherwise 
(57)

ω 0 = 

g 

u 10 

, 
ρair 

ρwater 
= 1 . 3 × 10 

−3 (58)

Fig. 2 a shows total energy growing along the fetch, by the

ower law 

ˆ  = ε 0 χ

n accordance with Eq. (16) for p = 1 . 0 , see Fig. 2 b. 
e), calculated as 〈 f 〉 = 

1 
2 π

∫ 
ω nd ωdθ∫ 
nd ωdθ

, where n (ω, θ ) = 

ε(ω,θ ) 
ω is the wave action spec- 

fit 3 . 4 · ( xg 
U 2 

) −0 . 3 , (b) Local exponent −q of the mean frequency as the function of 
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Fig. 4. “Magic relation” (10 q − 2 p) as the function of dimensionless fetch for ZRP 

wind input term. 

Table 1 

Exponents p and q (see Eqs. (16) , (17) ) for 12 different experimental observations 

( Badulin et al., 2007 ) with the last row corresponding to limited fetch growth nu- 

merical experiment within alternative ZRP framework. 

Experiment p q C = 10 q − 2 p

Babanin, Soloviev 1998 Black Sea 0 .89 0 .28 1 .02 

Walsh et al. (1989) US coast 1 .0 0 .29 0 .90 

Kahma, Calkoen (1992) unstable 0 .94 0 .28 0 .92 

Kahma, Pettersson (1994) 0 .93 0 .28 0 .94 

JONSWAP by Davidan (1980) 1 .0 0 .28 0 .80 

JONSWAP by Phillips (1977) 1 .0 0 .25 0 .75 

Kahma, Calkoen (1992) composite 0 .9 0 .27 0 .90 

Kahma (1981, 1986) rapid growth 1 .0 0 .33 1 .03 

Kahma (1986) average growth 1 .0 0 .33 1 .03 

Donelan et al. (1992) St Claire 1 .0 0 .33 1 .03 

JONSWAP by Hasselmann et al. (1973) 1 .0 0 .33 1 .03 

Mitsuyasu et al. (1971) 1 .0 0 .33 1 .03 

ZRP numerics 1 .0 0 .3 1 .00 
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Fig. 5. Typical, angle averaged, wind input function density < S in > = 

1 
2 π

∫ 
γ (ω, θ ) ε(ω, θ ) dθ and angle averaged spectrum < ε > = 

1 
2 π

∫ 
ε(ω, θ ) dθ

(solid line) as the functions of the frequency f = 

ω 
2 π . 

Fig. 6. Angle averaged, energy compensated, spectrum < ε ω 

4 > = 

1 
2 π

∫ 
ε (ω , θ ) ω 

4 dθ

as the function of decimal logarithm of frequency f = 

ω 
2 π shows the behavior close 

to the theoretically predicted value β � C K ( g 
4 P ) 1/3 � 0.5 in the area of the “plateau”. 
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Dependence of mean frequency, on the fetch, shown in Fig. 3 a,

emonstrates the law 

ˆ  = ω 0 χ
−0 . 3 

n good correspondence with self-similar dependence Eq. (17) , for

 = 0 . 3 , see Fig. 3 b. 

Fig. 3 a presents, not only mean frequency, but also the maxi-

um spectral frequency. Their difference, however, is so small, that

e will not distinguish between them, hereafter. 

The result of the “magic relation” check is presented in Fig. 4 .

t presents the relation as a function of the fetch. It strongly agrees

ith the self-similar prediction of Eq. (18) . 

Table 1 presents the results ( Badulin et al., 2007 ) of calculat-

ng the exponents p and q (see Eqs. (16) , (17) ), for 12 different

xperimental observations, with the last row corresponding to a

imited fetch growth numerical experiment, within the alternative

RP framework. The value of C = 10 q − 2 p, averaged over the ex-

eriments, is 〈 C〉 = 0 . 95 . One can see correspondence with the pre-

icted, theoretical, value C t = 1 , as well as the numerical result.

ne should note interpretations of the JONSWAP experiment, by

ifferent experts, provided different values of p and q , and, cor-

espondingly, C . 

Let us proceed with the analysis of numerical spectra. Typical,

ngle averaged, wind input function density 〈 S in 〉 and angle aver-

ged spectrum, in linear coordinates, are presented on Fig. 5 . It is

een that a major portion of the wind forcing is concentrated in

he spectral peak vicinity. 
For the sake of brevity, the calculation of density flux to high

avenumbers is omitted, and only the final result is presented:

 � 2 × 10 −6 m 

2 /sec, which gives the value βKZ � 0.5 m 

2 / sec 3 . An

pproximation of βKZ is given by angle averaged compensated

pectrum εω 

−4 , shown in Fig. 6 . 

Finally, Fig. 7 presents angle averaged energy spectrum, as the

unction of frequency, in logarithmic coordinates. One can see that

t consists of segments of: 

1. Spectral maximum area 

2. Kolmogorov–Zakharov spectrum ω 

−4 

3. Phillips high frequency tail ω 

−5 

It follows from Figs. 6 and 7 that, in the interval 0 . 4 Hz < f <

 Hz , the energy spectrum is close to the Zakharov-Filonenko spec-

rum Eq. (41) , with the accuracy 20%. One cannot expect higher

ccuracy, due to the anisotropy of the realized spectrum and the

nfluence of the high frequency dissipation, as well. One can state,

evertheless, that in the domain of frequencies exceeding spectral

aximum frequencies, the energy spectrum is fairly close to the

ne described by equation S nl = 0 , which confirms the view that

he energy balance of wind excited surface waves, as presented in

urrent research. 
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Fig. 7. Decimal logarithm of angle averaged spectral energy density < ε > = 

1 
2 π

∫ 2 π
0 εdθ, as a function of the decimal logarithm of the frequency f = 

ω 
2 π - solid 

line. Dashed line - fit ∼ ω 

−4 , dash-dotted line - fit ∼ ω 

−5 . 
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The analysis carried out in the previous section shows that the

quality of the different versions of wind input terms S in should be

estimated by the following criteria: 
Fig. 8. Same as Fig. 2 , bu

Fig. 9. Same as Fig. 3 , bu
1. Checking powers of the observed energy and mean fre-

quency dependencies Eq. (16) , (17) along the fetch, versus

what is predicted by self-similar solutions. 

2. Checking the “magic relations” Eq. (18) between exponents

p and q , for observed energy and frequency dependencies,

along the fetch. 

3. Checking the exponents of directional (angle averaged) spec-

tral energy dependencies versus the Kolmogorov–Zakharov

exponent −4 . 

e applied such tests to the results of HE simulations, which used

he following popular wind input terms, within alternative frame-

ork: 

1. Chalikov S in term ( Chalikov, 1995; Tolman and Chalikov,

1996 ) 

2. Snyder S in term ( Snyder et al., 1981a ) 

3. Hsiao–Shemdin S in term ( Hsiao and Shemdin, 1983 ) 

4. WAM 3 S in term ( Tolman, 2013 ) 

. Test of Chalikov wind input term 

The sophisticated Chalikov wind input term algorithm is not

resented in the current paper, due to space. Curious readers can

nd it in Tolman and Chalikov (1996) ; Chalikov (1995) . 

Fig. 8 a shows that total energy growth, along the fetch,

ignificantly exceeds what is observed in ZRP simulation. This
t for Chalikov S in . 

t for Chalikov S in . 
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Fig. 10. “Magic relation” (10 q − 2 p) as a function of the dimensionless fetch for 

Chalikov wind input term. 

Fig. 11. Same as Fig. 7 , but for Chalikov S in . 
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Fig. 12. Angle averaged energy compensated spectrum < εω 

4 > = 

1 
2 π

∫ 
ε(ω , θ ) ω 

4 dθ as the function of decimal logarithm of frequency f = 

ω 
2 π

for Chalikov S in . 
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e  

e

ependence is not the power function of the fetch, see Fig. 8 b, but

an be approximated by relatively slowly changing values of the

xponent p , ranging from 0.8 to 0.5, along the fetch. While p � 0.8

s still observed in some experiments, the value p � 0.5 is com-

letely unrealistic. 

The same relates to the mean frequency dependence, against

he fetch, shown in Fig. 9 a, with the values of the exponent q

hown in Fig. 9 b. The value of q is also not constant, but slowly

iminishes with the fetch. One should note that the value q � 0.25

as been detected in the experiments, while q < 0.2 has never, ap-

arently, occurred. Fig. 10 presents the combination, (10 q − 2 p) , as

 function of the fetch. It is surprising that it is in good accordance

ith the relation Eq. (18) . It means that despite incorrect values p

nd q along the fetch, their combination (10 q − 2 p) still holds in

omplete accordance with theoretical prediction, and the spectra

re “locally self-similar”, in accordance with WTT . 

Fig. 11 presents directional (angle averaged) spectrum, as a

unction of frequency, in logarithmic coordinates. One can see

olmogorov–Zakharov ∼ ω 

−4 and Phillips high frequency tail ∼
 

−5 , as well. 

Fig. 12 confirms the presence of ˜ω 

−4 spectrum, through ex-

stence of the “plateau” section, to the right of the spectral peak

rea, in the frequency range 0.45 Hz < f < 1 Hz . 
. Test of Snyder wind input term 

Snyder wind input term Eq. (26) is especially important, since

t is included, as an option, in operational models. 

The main disadvantage of the Snyder wind input term is rapid

nergy growth, with the fetch, presented in Fig. 13 a. For dimen-

ionless fetches χ � 5 × 10 3 it shows values approximately three

imes bigger than those experimentally observed and those ob-

ained in the more realistic ZRP model. Apparently, that fact, to-

ether with a non-critical belief in the Snyder wind input function,

aused the myth about long-wave dissipation, due to breaking of

he long waves. 

Despite unrealistic energy growth along the fetch, Fig. 13 b

hows that energy growth is close to the power function Eq. (16) ,

ith the index p slowly changing from 1 to 0.6, which is, generally,

ignificantly lower than observed in field experiments. 

The same relates to the mean frequency dependence, against

he fetch, shown in Fig. 14 a, with the values of the exponent q

hown in Fig. 14 b. The value of q is not constant, but slowly di-

inishes with the fetch. One should note that the value q � 0.25

as been detected in experiments, while q < 0.2 has never, appar-

ntly, occurred. 

Dependence of the mean frequency, against the fetch, shown

n Fig. 14 a, is lower than ZRP numerical results, but can be also

pproximated by a power function of the fetch Eq. (17) , with the

alues of q slowly diminishing along the fetch, from 0.3 to 0.25,

ee Fig. 14 b. 

The Kolmogorov–Zakharov spectrum ∼ ω 

−4 and Phillips high

requency tail ∼ ω 

−5 can be seen in Fig. 15 , presenting directional

pectrum as a function of frequency, in logarithmic coordinates.

he span of the Kolmogorov–Zakharov ∼ ω 

−4 segment can be esti-

ated from Fig. 16 . 

Fig. 17 presents the combination (10 q − 2 p) as a function of

he fetch. Again, it strongly agrees with the theoretical relation

q. (18) . As in the Chalikov case, it means that, despite imperfect

alues of p and q and rapid energy growth along the fetch, their

ombination (10 q − 2 p) still holds in complete accordance with

heoretical prediction, i.e. self-similarity is also fulfilled, locally, in

he Snyder case. 

. Test of Hsiao–Shemdin wind input term 

Fig. 18 a shows that total energy growth, along the fetch, under-

stimates ZRP simulation. It obeys the power law Eq. (16) with the

xponent p ≈ 0.5, see Fig. 18 b. 
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Fig. 13. Same as Fig. 2 , but for Snyder S in . 

Fig. 14. Same as Fig. 3 , but for Snyder S in . 

Fig. 15. Same as Fig. 7 , but for Snyder S in . 

 

 

 

 

 

Fig. 16. Angle averaged, energy compensated, spectrum < εω 

4 > = 

1 
2 π

∫ 
ε(ω , θ ) ω 

4 dθ as the function of decimal logarithm of the frequency f = 

ω 
2 π , 

for Snyder S in . 

c  

b

Fig. 19 a demonstrates mean frequency dependence, on the

fetch, by power law Eq. (17) , with asymptotic value of the index

q ≈ 0.21, see Fig. 19 b. Kolmogorov–Zakharov segment ∼ ω 

−4 and

Phillips high frequency tail ∼ ω 

−5 can be seen in Fig. 20 , present-

ing directional spectrum as a function of frequency, in logarithmic
oordinates. The span of the Kolmogorov–Zakharov spectrum can

e estimated using Fig. 21 . 
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Fig. 17. Relation (10 q − 2 p) as a function of the fetch x for Snyder wind input term. 
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Fig. 20. Same as Fig. 7 , but for Hsiao–Shemdin S in . 

9

 

t  

f  

e  

S  
Fig. 22 presents combination (10 q − 2 p) as the function of the

etch. It is in total agreement with the theoretical predictions

q. (18) , which means that self-similarity is also fulfilled locally in

siao–Shemdin case. 
Fig. 18. Same as Fig. 2 , but f

Fig. 19. Same as Fig. 3 , but f
. Test of WAM3 input terms 

The current section presents what is, arguably, the most impor-

ant part of the paper. It concerns the numerical simulation per-

ormed in the frame of WAM 3 model ( Komen et al., 1984; Snyder

t al., 1981b; Tolman, 2013 ), using exact expression for S nl term.

imilar experiments were performed by different authors, more
or Hsiao–Shemdin S in . 

or Hsiao–Shemdin S in . 
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Fig. 21. Angle averaged, energy compensated, spectrum < εω 

4 > = 

1 
2 π

∫ 
ε(ω , θ ) ω 

4 dθ as the function of decimal logarithm of the frequency f = 

ω 
2 π for 

Hsiao–Shemdin S in . 

Fig. 22. Relation (10 q − 2 p) as the function of the fetch for Hsiao–Shemdin wind 

input term. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 23. Angle averaged energy dissipation function < S diss > = 

1 
2 π

∫ 2 π
0 γdiss ε(ω, θ ) dθ

(dotted line) and angle averaged scaled energy spectrum < ε > = 

1 
2 π

∫ 2 π
0 ε(ω, θ ) dθ ) 

(solid line) as the functions of the frequency f = 

ω 
2 π . 

Fig. 24. Decimal logarithm of total dimensionless energy, as a function of decimal 

logarithm, of the dimensional fetch. Solid line – WAM 3 case, dashed line – ZRP 

case approximated by the fit 2 . 9 × 10 −7 xg 
U 2 

, stars – data from Fig. 3.7 in monograph 

( Komen et al., 1994 ) recalculated in the assumption u ∗ = 

1 
27 

U 10 . 
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than 20 years ago, see the monograph ( Komen et al., 1994 ). The

results presented in the current paper do not contradict them (see

Fig. 24 ) and reveal some new features. 

The source term for WAM cycles 1 through 3 contain, not only

wind input term, but also long-wave dissipation ( Komen et al.,

1984; Snyder et al., 1981b; Tolman, 2013 ). 

The input source term was used in Snyder form, as per Tolman

(2013) : 

S in (k, θ ) = C in 
ρa 

ρw 

max 

[ 
0 , 

(
28 u � 

c 
cos (θ − θw 

) − 1 

)] 
ωε(k, θ ) (59)

u � = u 10 

√ 

(0 . 8 + 0 . 065 u 10 )10 

−3 (60)

where C in = 0 . 25 , ρa and ρw 

are the densities of air and water, u � 
is the wind friction velocity, and c is the wave phase velocity. 

White capping dissipation was defined by Eq. (33) ( Tolman,

2013 ). Turning on such dissipation radically changes the whole

physical picture of the dissipation-free Snyder case, both quanti-

tatively and qualitatively as well. 

First, the dissipation maximum coincides with the spectral

maximum. Fig. 23 demonstrating that WAM 3 dissipation can be

called the “spectral peak dissipation”, indeed due to unambiguous,

spectral peak frequency area localization. 
Fig. 25 a shows that total energy growth, along the fetch, be-

omes constant, at the dimensionless fetch value χ = 5 × 10 4 ,

hich for wind speed U = 10 m/s means 500 km dimensional

etch. 

The WAM 3 model predicts saturation and formation of the “ma-

ure sea”. The limiting level of energy ε = 1 . 9 × 10 −3 is half that

redicted by Pierson–Moscowitz ε max � 3 . 64 × 10 −3 . One should

otice that Donelan has predicted ε max � 4 . 07 × 10 −3 , Young has

redicted ε max � (3 . 6 ± 0 . 9 ×)10 −3 . Hence, the WAM 3 model es-

entially underestimates the energy growth, for large values of

he fetch. The exact same results are described in the monograph

 Komen et al., 1994 ) (see the corresponding Fig. 3.7). 

The novelty is the following – for moderate fetches, 10 < χ <

0 3 , the WAM 3 model gives the same results as ZRP model, without

ny spectral dissipation . This statement is illustrated by Figs. 24 and

5 a. 

The value of the exponent p versus the fetch, asymptotically,

oes to 0 , see Fig. 25 b. This demonstrates strong discrepancies,

ith ZRP results, for large fetches. 

The stationary level of energy corresponds to 0 . 2 m 

2 , which

s approximately 1.5 times less than 0 . 36 m 

2 , the corresponding

ierson–Moscowitz spectrum. 
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Fig. 25. Same as Fig. 2 , but for WAM 3 S in . 

Fig. 26. Same as Fig. 3 , but for WAM 3 S in . 
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Fig. 27. Same as Fig. 7 , but for WAM 3 S in . 

1

 

d  
Similarly to energy, the dependence of the mean frequency,

gainst the fetch, shown in Fig. 26 a, becomes constant at the di-

ensionless fetch value χ = 5 × 10 4 . The value of corresponding

ndex q goes asymptotically to 0, see Fig. 26 b. Indicating discrep-

ncies among ZRP results. 

Nevertheless, Fig. 27 demonstrates the Kolmogorov–Zakharov

egment of the spectrum ∼ ω 

−4 , for small fetch value ∼ 20 km . 

The solid line on Fig. 28 presents, angle averaged, compen-

ated wave energy spectrum, for stationary state, corresponding

o dimensional fetch value ∼ 500 km (solid line). The dashed

ine demonstrates compensated Pierson–Moscowitz spectrum. Both

pectra have coinciding high-frequency behavior, but are com-

letely different at lower f . Almost perfect correspondence at

igher frequencies could mean that WAM3 input terms were

uned to match the experimental results only in spectral tail

rea. 

Fig. 29 presents combination (10 q − 2 p) as a function of the

etch. It is in total disagreement with the theoretical predictions.

here is no indication of “magic relation” Eq. (18) fulfillment. 

Comparison of WAM 3 model with JONSWAP experiments shows

hat it describes them fairly well, for small fetches of the order of

0 km , i.e., in the region far from saturation and realization of the

tationary state. Applicability of the model, for longer fetches, is

uestionable, at least for the reason that “magic relation” ceases to

e realized. 
t
0. Conclusion 

Series of numerical experiments have been performed, for four

ifferent variants of wind input terms S in , in the frame of the al-

ernative numerical framework, which assumed: 
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Fig. 28. Angle averaged energy compensated spectrum < εω 

4 > = 

1 
2 π

∫ 
ε(ω , θ ) ω 

4 dθ as the function of frequency f = 

ω 
2 π for WAM 3 S in . 

Fig. 29. “Magic relation” (10 q − 2 p) as a function of the dimensionless fetch for 

WAM 3 wind input term. 
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1. exact nonlinear term S nl 

2. absence of spectral peak dissipation 

3. “implicit” high-wavenumbers dissipation in the form of

Phillips tail ω 

−5 

The fifth numerical experiment contained WAM 3 spectral peak

dissipation, “by definition”, but all other aspects of the numerical

simulation correspond to the above alternative framework. 

The results of all five numerical experiments were subjected

to the five tests described below, with the summary presented in

Table 2 . 

The p - and q - tests are the checks for Eq. (16) and Eq. (17) re-

spectively; they check if the energy and mean frequency are power

functions of the fetch, with proper self-similar exponents p = 1

and q = 0 . 3 . 
Table 2 

Summary of the tests performed on five models o

Experiment p -test q -test KZ -spect

ZRP YES YES YES 

Chalikov NO NO YES 

Snyder NO NO YES 

Hsiao −−Shemdin NO NO YES 

WAM 3 NO NO YES 
The KZ - spectrum test is a direct check of WTT ’s validity, ac-

ording to which, the directional (angle averaged) energy spectrum

 εω 

4 〉 has to be, with up to 20% accuracy, constant in the inertial

nterval 1.5 ω p < ω < 3.5 ω p . Fulfilling this test directly points to

he fact that HE , in the universal domain, is described by station-

ry Eq. (4) , which is caused by mutual cancellation of the “in” and

out” terms, as the dominating process in S nl . 

The “magic relation” test is a check for the “magic relation”

q. (18) and is more liberal than the p− and q − tests, since it

ssumes that power dependencies of the energy and mean fre-

uency, along the fetch, are local, i.e. exponents p = p(χ ) and

 = q (χ ) are slow functions of the fetch, but the “magic relation”

an still be fulfilled, for any value of the fetch coordinate. 

The “energy growth” test is a check that the energy growth

ate, versus the fetch, compares with corresponding ZRP depen-

ence and the results of the 12 field experiments. 

The following is a discussion of the above tests, applied to five

imulations: 

1. It is no surprise that the ZRP wind input function passed

p− and q − tests, since it was especially designed with the

purpose to satisfy them at p = 1 . and q = 0 . 3 . It also passes

KZ , “magic relation”, and energy growth tests, since it repro-

duces more than a dozen of the field experiments. Therefore,

it can serve as the benchmark. 

2. All other wind input terms also pass the KZ− test. Validity of

that result, for all five versions of the wind input, suggests

its universality. One can say that, if not for all, then for a

very wide choice of the wind input functions, the spectrum

ε ∼ ω 

−4 will be realized, due to domination of the conser-

vative terms in the HE . 

3. All the cases, except WAM 3, passed the “magic relation” test.

This means, practically, that for any form of quasi-linear S in ,

for large fetches, there is formation of a local, self-similar,

regime, with indices p and q slowly changing, with the fetch.

It also confirms WTT . 

4. Chalikov and Hsiao–Shemdin cases fail the p− and q − tests,

but are in qualitative agreement with the field experiments. 

5. All the cases, except ZRP , fail the energy growth test. 

The Table 1 , of Section 5 , presented the results of 12 experi-

ents, confirming the law of p = 1 and q = 0 . 3 indices. Publica-

ion ( Badulin et al., 2007 ) presents the data of 24 field experi-

ents - practically everything found in the literature. As it was

lready mentioned, half of those experiments satisfied p− and

 −tests. Simple calculation shows that “magic relation” test is sat-

sfied, with the accuracy of 30%, for 2/3 of the described experi-

ents. The reason for poor performance on the “magic test”, by

ther experiments, is discussed, in detail, in publication ( Badulin

t al., 2007 ) and is explained, first of all, by data processing im-

erfections. More recent experiments, confirming the “magic rela-

ion”, are presented in publication ( Zakharov et al., 2014 ). One can

onclude that the “magic relation” is confirmed, nowadays, experi-

entally. 

As far as the WAM 3 model is concerned, while it does not pass

ny of the tests, except for KZ spectrum test, it realizes specula-

ive phenomenon of the “mature sea”, not confirmed by serious
f wind input S in . 

rum Magic relation Energy growth 

YES YES 

YES NO 

YES NO 

YES NO 

NO NO 
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Fig. 30. Coefficient of nonlinear dissipation �k : theoretical estimate(dashed line) 

( Zakharov, 2010; Zakharov and Badulin, 2011 ) and numerical calculation (solid line). 

Known parameterizations, of the wave energy growth rate, are shown on the leg- 

end. Essential exceeding of �k over γ k explains applicability of the equation S nl = 

0. 

T  

w

 

w

F

�

K

n

xperiments, but described in publication ( Komen et al., 1984 ). In

ny case, none of the field experiments analyzed in Badulin et al.

2007) , Zakharov et al. (2014) resemble, even remotely, formation

f the “mature sea”. It would seem rational to refrain from this

ypothesis. 

The main obstacle for self-consistent wind-wave theory creation

s the ambiguity of the analytical expression for S diss . Although,

t can be resolved, through a numerical solution of, not HE , but

rimordial Euler equations. Such experiments are already carried

ut and their result are partially published ( Zakharov et al., 2009 ),

 Zakharov et al., 2015 ). They unequivocally show that long wave

issipation occurs due to wave breaking of the short waves. Long

ave dissipation, due to this process, is realized in rogue waves,

ut they are rare phenomena, and their contribution to energy bal-

nce is, at least, orders of magnitude lower than assumed in WAM 3

nd WAM 4 models. This fact also justifies the author’s lack of de-

ire to supply the numerical model, by the long-wave dissipation. 

Finally, let’s discuss research perspectives. So far, the authors

olved the HE , either as time evolution at a single spatial point

 Zakharov et al., 2012 ), ( Pushkarev et al., 2003 ), ( Badulin et al.,

005 ) (“duration limited setup”), or as a spatially stationary solu-

ion ( Zakharov et al., 2012 ) (“fetch limited setup”). Recent progress

n the algorithms, computer software, and hardware development

llow one to numerically solve the HE , using an exact S nl expres-

ion, for a fairly large amount of points in the temporal-spatial

omain. Preliminary results on the HE solution, for 40 equidistant

oints, along the fetch, were already presented at the WISE meet-

ng ( Pushkarev and Zakharov, 2013a ). Obtained results, for many

ore points (orders of magnitude larger) will be published soon. 

It is expected that the plans to numerically simulate the wind

ave development, using exact S nl , are realistic, for fairly small do-

ains like the Black Sea, Lake Michigan, and the Gulf of Bothnia. 

The authors believe that the presented research is a step to-

ard radical improvement of the existing operating models. The

ource functions S in and S diss must be carefully revised and opti-

ized, by numerical experiments using the XNL ’s nonlinear term.

s soon as this is done, one should choose a proper approximation,

or XNL modeling – some version of DIA , with optimally chosen

uadruplets. Ideally, during forecasting, the model will not require

arameter tuning. 

The oceanographic society must start using solid, justified,

hysical models and abandon the “black box with tuning knobs”

pproach. A new model will require minimal, if any, tuning for dif-

erent ocean conditions. 
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ppendix 

It is convenient to present the Hasselmann equation, not for the

nergy spectrum ε( ω, θ ), but for the wave action spectrum n ( k ).

he spectra are connected by the relation 

 n dk = ε(ω , θ ) ω dθ (61)
k k 
The Hasselmann equation reads 

∂n k 

∂t 
= 2 πg 2 

∫ 
k 2 ,k 3 ,k 4 

(T kk 2 k 3 k 4 ) 
2 × (62) 

× (n k n k 3 n k 4 + n k 2 n k 3 n k 4 − n k n k 2 n k 3 − n k n k 2 n k 4 ) ×
× δ(ω + ω 2 − ω 3 − ω 4 ) δ(k 1 + k 2 − k 3 − k 4 ) dk 1 dk 2 dk 3 dk 4 

Here ω k = 

√ 

gk and T k 1 k 2 k 3 k 4 = 

1 
2 

(
˜ T k 1 k 2 k 3 k 4 + 

˜ T k 2 k 1 k 3 k 4 

)

 k 1 k 2 k 3 k 4 = 

1 

4 

1 

(k 1 k 2 k 3 k 4 ) 1 / 4 

{
(63)

+ 

1 

2 

(k 2 1+2 − (ω 1 + ω 2 ) 
4 ) 

[
( � k 1 � k 2 − k 1 k 2 ) + ( � k 3 � k 4 − k 3 k 4 

]
− 1 

2 

(k 2 1 −3 − (ω 1 − ω 3 ) 
4 ) 

[
( � k 1 � k 3 − k 1 k 3 ) + ( � k 2 � k 4 + k 2 k 4 

]
− 1 

2 

(k 2 1 −4 − (ω 1 − ω 4 ) 
4 ) 

[
( � k 1 � k 4 + k 1 k 4 ) + ( � k 2 � k 3 + k 2 k 3 

]

+ 

(
4(ω 1 + ω 2 ) 

2 

k 1+2 − (ω 1 + ω 2 ) 2 
− 1 

)
( � k 1 � k 2 − k 1 k 2 )( � k 3 � k 4 + k 3 k 4 ) 

+ 

(
4(ω 1 − ω 3 ) 

2 

k 1 −3 − (ω 1 − ω 3 ) 2 
− 1 

)
( � k 1 � k 3 + k 1 k 3 )( � k 2 � k 4 + k 2 k 4 ) 

+ 

(
4(ω 1 − ω 4 ) 

2 

k 1 −4 − (ω 1 − ω 4 ) 2 
− 1 

)
( � k 1 � k 4 + k 1 k 4 )( � k 2 � k 3 + k 2 k 3 ) 

}

here notation k 1+2 = | � k 1 + 

�
 k 2 | . 

Eq. (63) can be rewritten as follows: 

∂n k 

∂t 
= S nl = F k − �k n k (64)

here 

 k = 2 πg 2 
∫ ∣∣T kk 1 k 2 k 3 

∣∣2 
n k 1 n k 2 n k 3 

× δ( � k + 

�
 k 1 − �

 k 2 − �
 k 3 ) δ(ω k + ω k 1 − ω k 2 − ω k 3 ) d k 1 d k 2 d k 3 

(65) 

k = 2 πg 2 
∫ ∣∣T kk 1 k 2 k 3 

∣∣2 
(n k 1 n k 2 + n k 1 n k 3 − n k 2 n k 3 ) × (66) 

× δ( � k + 

�
 k 1 − �

 k 2 − �
 k 3 ) δ(ω k + ω k 1 − ω k 2 − ω k 3 ) d k 1 d k 2 d k 3 

Z stationary spectra are given by the expression 

 k = 

F k 
�

(67) 

k 

http://dx.doi.org/10.13039/501100006769
http://dx.doi.org/10.13039/100000006
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As far as n k > 0, �k > 0. The stationary kinetic equation, in the

presence of wind input and damping, reads 

S nl + γk n k = 0 (68)

Here γk = γin − γdiss . The solution to this equation is 

n k = 

F k 
�k − γk 

(69)

As far as n k > 0, then �k > γ k . In fact, in the real situation

�k > >γ k . This is clear from Fig. 30 , adopted from paper ( Zakharov

and Badulin, 2011 ). 

It should be stressed out that our modernized code made pos-

sible separate calculation of F k and �k . 

Here the dashed line is the theoretical calculation of �k , made

narrow in the angle spectrum, and the solid line is the numerical

experiment. More details can be found in paper ( Zakharov, 2010 ). 

Excess of �k over γ k , by orders of magnitude, explains the

dominant role of S nl . 
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